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SECTION 1

PROGRAM SUMMARY

This report describes research work whose goal is to develop
useful, efficient and economical learning machines, A learning machine
may be broadly defined as a mechanical system that behaves in a manner
similar to biological systems under conditions in which the latter are
described as "learning,"

. Within this general framework, the problem is to devise net-
works and corresponding rules of behavior for the network elements which

will yield the desired overall behavior, A great variety of network and

element types are possible, The work reported here is restricted to
networks consisting of linear-input logic elements, The reasons for
this selection are discussed in the body of the report,

The previous state of understanding of learning networks con-
sisting of linear-input logic elements may be described as follows, The
behavior of single element (one-stage) networks was reasonably well
understood, Proofs of convergence to a "learned" condition (absence of
errors) for the network existed, and bounds on the number of errors
before convergence had been derived,* For multi-element networks, how-
ever, only fragmentary evidence of learning behavior existed, and con-
vergence had only been proven in special and rather inefficient cases,
In addition, no general guiding principles had emerged,

* Appendix A, "A Magnetic Integrator for the Perceptron Program", Annual
Summary Report Aeronutronic Div,, Ford Motor Co,, Aug, 1961, ASTIA
#AD 264227, : :
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The work reported here was confined primarily to the multi-
element learning network problem, The major results may be summarized
as follows:

(1) Based upon the experimental work reported, three
principles which appear to be fundamental to
successful multi-element network learning have
been formulated,

(2) A consistent body of experimental evidence
supporting these principles has been developed,

(3) A parallel logic technique has been developed
which makes possible the economical mechanization
of large learning networks,

In support of these results, the research work which was performed
can be divided into four phases, They are as follows, ’

In ornder to provide a standard of comparison for multi-element
learning networks, a listing of all possible linear-input logic mechani-
zations of functions through four input variables was prepared, Based
upon this list, functions can be arranged in some order of relative
learning difficulty, The function difficulty, and possible forms of
mechanization, therefore represents a standard against which experimental
results on specific functions and learning methods may be compared, The
1ist of four-input functions is presented in the Appendix,

Experiments on learning in multi-element networks were conducted
on the learning machine previously constructed for the Office of Naval
Research and Rome Air Development Center.* The machine and experiments
conducted on it are described in Section 2, Based upon these experiments,
and other simulations, new learning network principles were formilated,

The new principles of network learning were reduced to specific
form and hand simulated, The principles may be briefly described as: .
1) excess network capacity, 2) network self-evaluation, and 3) least-effort
adaptation, Striking success with early hand simulations led to the
writing of a computer program for conducting more extensive exploration,
The program was completed and run on a variety of multi-element functions,

* "A Magnetic Integrator for the Perceptron Program", Annhual Summary Report,
Aeronutronic Div,, Ford Motor Co,, Aug. 1961, ASTIA #AD 264227,
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-including those from the four-input list described above, The results
vwere notably successful, This approach to multi-element network learning,
a summary of the computer program, and its results are presented in
Section 3,

¢

In view of the practical need for large networks of learning
elements, efforts were made to convert a parallel logic technique to this
type of operation, A mechanization for large parallel arrays of learning
elements was therefore developed, Single-layer convergence of such arrays
was proven, and a simple example performed, These results were reported,*
and are recounted briefly in Section 4,

!

* J, K, Hawkins, C, J, Munsey, "A Natural Image Computer", Optical Processing
of Information, Spartan Books, (to be published) o T
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SECTION 2

LEARNING MACHINE EXPERIMENTS

Experiments of learning processes on multi-layer networks of
adaptive elements were performed upon the machine constructed for the
Office of Naval Research and Rome Air Development Center, previously
reported.* These experiments provided valuable early insight into the
nature of multi-layer network behavior, They also suggested a basis
for the improvements in metwork learning principles which are formulated
in Section 3,

In order to provide a self-contained report, this section
recapitulates briefly the principles of individual learning elements,
and describes the structure and operation of the experimental machine,
It concludes with a brief report on the experiments conducted on the
machine, which in turn led to the revisions in approach discussed in
Section 3,

2,1 MACHINE DESCRIPTION

‘ The machine to be described is a special purpose computer,

It was conceived and designed to explore experimentally self-organizing
logic, and its realization in working hardware, This machine is unique
in that the basic logic modules may be connected in cascade without
limit, This freedom permits experimental realization of the important
multi-layer logic functions, Another unique feature is the magnetic
integrator employed .as an adjustable weighting and storage element in
the logic module,

*"A Magnetic Integrator. for the Perceptron Program”, Annual Summary Report,
Aeronutronic Div,, Ford Motor Co,, Aug., 1961, ASTIA #AD 264227,
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The basic components of the machine are linear threshold logic
elements, In this type of logic element, binary inputs are linearly
weighted and summed, The binary output (proposition) is the result of
a threshold decision on this quantized set,

Given a network of linear-threshold logic devices, it is
possible to alter the binary transmission of the network by altering
the weight values, This adjustability of the network permits its trans-
mission to be brought into congruence with a desired standard, It has
been demonstrated, at least for a single stage, that weight change
strategies exist which insure convergence to any realizable transmission
function, The machine to be described employs a successful single stage
strategy, with the exception that extra controls are added to permit
multi-stage experiments,

a, Control of Stored Value Change

The value of magnetic flux stored in the integrator, called the
W-unit, represents the present state of the machine and must be changed
to obtain new states, This change is brought about by built-in logical
rules, The W-units also provide interconnections between the amplifiers
(A-units) which perform the threshold decision upon the input sum, The
machine, as constructed, has a built-in logic for value growth which may
be stated by three rules:

(1) 1Increment only if "control" is ON,

(2) Increment only if the actual output of the
associated A-unit does not match the selected
desired response,

(3) Make the sign of the increment equal to the
sign of the algebraic product of the input to
the W-unit and the output desired from the
A-unit,

Rules one and two are implemented in the A-unit, but rule three

o dﬁpQPQQEOn both the A and W units,

b, Machine Structure

The computer contains 32 linear-threshold logic units and the
necessary supporting apparatus, This includes input, programming, control
and power supply sections, All equipment is contained in a pair of six
foot racks as illustrated in Figure 2,1 and 2,2, At the upper left are

-5-
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located several square arrays of indicator lamps, These are used to
display the state of the input (when it is an image) and, through the
Program Board, selected internal states,

An image input 1s provided, This takes the form of a 16 x 16
bit raster of photoconductors, each connects to an individual flip-flop
(S-unit), 1In effect, the S-unit converts a change at the photoconductor
into a binary signal, Light images are projected onto the raster with
an automatic 35 mm slide projector,

An alternate input apparatus consists of a five stage binary
counter to provide, in rapid succession, all combinations of up to five
binary variables, In conjunction with this counter is a conventional
gate and switch arrangement which permits any of the functions of five
variables to be formed,

The Program Board, a removable patch board, contains the leads
necessary to connect the linear-logic units (W-A units) into a desired
network configuration,

Each threshold-logic unit consists of two circuit boards, One
board contains up to eight magnetic integrator weighting devices and
associated transistors, The A-unit contains the remainder of the threshold
logic and self-organizing functions,

¢, Operation -

To operate the machine the experimenter makes a set of connec-
tions on the Program Board to set up the desired network, In addition,
he chooses several other variables concerned with the succession of events
which control the weight changing (self-organizing) behavior,

Each network element requires connections, in addition to input
and output, for increment control, and to signal when a desired response
has occurred, A variety of possible sources or destinations for these

. signals are presented in Table I,

A given network is tested by exposing it to a sequence of
different inputs; an input being a binary word of arbitrary length, Each
input is accompanied by a signal which indicates the network response
desired, When the response is incorrect, weight values are altered
(incremented) according to the given rules,

The experimenter has some weight changing options which he must
exercise, These are: ’

v Ay
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TABLE 1

SIGNAL POSSIBLE SOURCE OR TERMINATION

Input 1, 1Internal pattern counter,
2, Photocell raster (S-units).,
3. Output of other A-units,

Output 1, External indicator (Oscilloscope)
2, Input of other W-units,

3., Desired resporse or increment
control of other A-units,

o o e S

Desired Response 1, Desired output flip-flop, associated
' ' with the internal pattern counter,

Certain photocells in the input
raster which transduce a code word
placed on the input slide,

R e el
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3, The output of other A-units,

Increment Control 1, Bank counter,

2, The output of other A-units,

T S,
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(1) From one to sixteen increment actions may be
taken each time an input set is presented, This
choice is made by appropriate settings of some
of the "Control Switches" shown in Figure 2,2,

(2) The network may be divided into sections for
increment action, Thus, inérementing proceeds
normally in a chosen section while the weights
on all other sections remain fixed, This option
is controlled by the choice of signals for the
logic units "increment control" input,

In conjunction with item two, a special source of increment control signals
is called the Bank Counter, It provides from one to four time periods for
dividing the network into as many as four separate increment sections,

2,2 EXPERIMENTS

Two main types of multi-element learning experiments of interest
were conducted in a variety of configurations during the reporting period,
Both groups, each corresponding to a specific network structure and
learning rule, failed to yield satisfactory learning behavior, However,
they provided useful insight into the requirements for learning rules in

~ such networks,

The first group of experiments involved a simple cascade network
of the type illustrated in Figure 2,3, The element labelled Y was given
the usual error-correcting learning rule, The element, X, however, was
given the error correcting rule only when Y was not correct, Otherwise,

it was not changed, 1If Y ever becomes correct for all input configurations,

the network is stable, That is, if Y is correct, neither the weights into
X nor the weights into Y are allowed to change, If Y is correct over all
entries in the truth table, no further changes occur,

If Y is incorrect for any entry in the truth table, both X and
Y input weights are allowed to change, In all cases, Y was corrected

" according to the desired output, Several versions of change rules for X

were tried., One was simply to let X be corrected according to the desired
output, Another was to let it be corrected according to the complement
of its (X's) present output, Still another was to alternate corrections,

, first letting only X inputs change, then Y inputs, then X inputs, etc,

This circuit arrangement and the above rules were tried on a
number of examples of four-input functions known to be realizable a) by a

-10-
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single threshold element (such as Y alone), or b) by two threshold
elements arranged as in Figure 2,4, The particular functions tried

were selected from the list of classes of four-input functions in the
Appendix, The first seven classes are realizable by single elements,

Of those requiring at least two elements, representatives from classes

8, 9 and 10 were selected, These may be regarded as the "easiest" two-
element classes to realize, in the sense that greater variety is possible
in the function realized by the first element in the cascade, while

still realizing the overall function,

As might be expected, the network converged to correct behavior
under condition (a), It is interesting to note that element X, as might
be expected, frequently took advantage of the limitations on its change
rule to realize a function which was only a poor approximation to the
desired, 1In many cases, in fact, it produced an ambiguous output (some-
times 1, sometimes 0) for some input configurations, These same input
configurations therefore represented the determining factor in the Y
element output, the X-to-Y input corresponding to a "don't care” con-
dition, '

When tried under condition (b), however, the network consis-
tently failed to converge for even the simplest two-element functions,
This is rather surprising, since it can be shown that for the very simplest
two-element function (class #8), a random selection of weights on element
X ylelds approzimately a 50-50 chance of picking a function which permits
Y to realize the desired function,

The second group of experiments employed the structure of
Figure 2,4, in which element Y was preset to be a fixed (nonlearning)
2-out-o0f-3 majority function, Elements X were then treated in the same
manner as their counterparts in the first group of experiments, Again,
both (a) single element and (b) two-element functions were tried, 1In
case (a) the structure always converged, In case (b), only some represen-
tatives of the three simplest types of cascade functions would converge,
and then only with great apparent difficulty, The difficulty was indicated
by the long time required for convergence (several seconds), and by the
ease with which the function could be 'unlearned" due to the presence of
minor noise signals, Even after a function is learned and the network
behaves correctly for some period of time, a change in signal level can
create a mistake, If this occurs, the system is automatically incremented,
thus disturbing an obviously delicate set of weight values, A long and
difficult repeat learning sequence then ensues,

This network behavior pointed up the need for a mechanism in
the learning rule which would cause first-layer elements to diverge in

]2~
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terms of the functions they are realizing, The effect of both of the
above groups of experiments is clearly the opposite, since in all calel,
first-layer elemeénts can only tend toward one another, =~ .
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SECTION 3

SIMULATIONS OF LEARNING NETWORKS

g

The developments reported in this section depart in a number
of ways from accepted concepts in the field of learning machines, These
departures have been brought about by analyses of single threshold
element learning behavior, by experiments performed on the magnetic
integrator learning machine, by numerous hand simulations, and by results
from a computer simulation program for an IBM 7090 computer,

S Bt B WA

Based upon these research efforts, a number of basic learning
network principles have been fcormulated, 411 indications point to the
fact that any learning network must conform in some manner to these
principles if the network is to fulfill the requirements placed upon it,
The remarkable successes of a variety of learning network simulations
which make use of these principles constitute powerful evidence of their
general validity, and warrant further investigation,

A -

It should be noted that the principles described herein were
strongly influenced by the practical problem of avoiding overly compli-
cated rules for network weight changes, This has led to the important
concept of using the computational capacity inherent in a network (i.e,,
its ability to determine an output when given an input) for greatly
assisting in determining how its weight changes may best be made during
the learning process, :

This section is organized as follows, Section 3,1 describes
: and defines the properties required of a learning network, Properties
" of single learning elements are briefly discussed in 3,2, and some of the
early attempts and difficulties with multi-element networks are recounted
in 3,3, Section 3.4 presents general principles which have come out of
* these earlier attempts and which represent the most recent advances,

" -15-
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Finally, Sections 3,5 and 3,6 describe a computer simulation program
using these principles and the encouraging results obtained from it so

far,

3,1 PROPERTIES REQUIRED OF A LEARNING NETWORK

The term "learning network" is applied to a system possessing
the following general properties, First, there is some form of input
consisting of a number of variables, x., x,,..., X _, each of which may
be a discrete valued or continuous valied fiumerical quantity, In the
extreme case they may be binary valued in which case the system can be
described as a logic system, Each combination of input variables is,
of course, regarded as different from another if any of its variables
differ from the corresponding variable of the other, Thus, for n binary
valued variables there are 2™ distinct combinations, The term "input"
will hereafter be understood to refer to a combination of input variables,

Second, there is to be an output consisting of one or more
variables, Y15 Yoseees Ypo Remarks made above for input variables apply
also to outputs, The ou?puts are to be produced by the network in response
to given inputs according to some rule which is determined by the network
structure and its internal parameters, Much of the discussion below
deals with an output consisting of a single binary valued variable, This
iz both because of the greater simplicity of such a network, and because
placing m such systems together with the same set of inputs could yield
the more general m variable output system,

Third, the network is to be capable of responding to a second
kind of input which can be called an error signal, This responseé is to
take the form of altering certain of its internal parameters in such way
that the rules determining output as a function of input are altered,

The change that is made to the parameters of the network must, of course,
be aimed at achieving the desired output, After being presented with

the various possible inputs and required error signals with a sufficient
number of repetitions, a successful network will have "learned" to respond
to each input with the desired output,

Fourth and last, the system should be composed of a number of
elements of simple and more or less uniform properties, Each of these
elements should be able to accept a certain number of input variables and
to produce an output variable in accordance with some changeable internal
parameters in the element, They should be interconnected by allowirg
the outputs of some to be used as the inputs of others (in addition to
the basic input variables, X15 Xpyeeey xn), the outputs of these in their

-16-
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turn being inputs to still other elements, etc, Moreover, the specification

Tt e g e 4
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for this scheme of interconnection should be a relatively simple one, That
is, the network, though possibly containing a very large number of elements
and interconnections, ought to be relatively simple to characterize or
specify., This allows the design of such a network to be fairly uncompli-
cated, merely involving a large number of repetitions of a basic scheme,

)

3,2 SINGLE LINEAR THRESHOLD ELEMENTS

The inspiration for the concept of a learning network owes much
to the known or postulated propertles of the human central nervous system,
The latter constitutes the best example of such a network, The neuron
with its numerous inputs from other neurons or from sensory inputs, and
its single output constitutes a fine example of the postulated element,

At an early stage many workers in this field arrived at the concept of a
linear threshold element by abstracting certain logical properties of
neurons., Though it is in no sense a copy of a neuron, it has shown itself
to bé a good candidate for the postulated element of a learning network,

Let x;, X,,..., X be two-valued variables whose values we
assume for convenlence are 31 and -1, Using these as inputs to a linear
threshold element, it is to possess a set of coefficients or weights, .

, Cirenes € and the means to form the linear combination, x =c, +
l,..+ <, x . If &8 > 0 its output is to be y = +1, and otherwise

y = _1

There are a number of different schemes for altering the weight
values when it is desired that the output change, The one used here is
that, for imputs x seensX, if the output, y, is not equal to y*, the
desired output, thén the weights should be changed according to the
equations, Ac, = y*§, Ac, = y*x 5,1i=1, 2,,,,, n, where & is some positive
value, If on the other ﬁand y = y* no change should be made,

It has been realized by several groups independently that such
an element taken by itself has many of the required properties for learning
networks, It can be proven that if a logical function can be realized '
in a single such element with some set of weights, then the above weight
change procedure is guaranteed to make no more than some finite number
of .errors before the function is learned completely, A proof of this
convergence is contained in the previous Annual Summary report prepared
under this contract, "A Magnetic Integrator for the Perceptron Program,"

An element of this type also exhibits a pronounced téndency to produce
like outputs for similar input combinations, Finally the sum, 8, gives a

-17- .
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rough measure of how large a change of weights need be to correct a given
output (a fact of great importance as will be explained later,)

However a single threshold element has a fatal shortcoming when
used as the entire learning device, It does not have sufficient flexi-
bility to assume by itself even a reasonable proportion of all possible
logical functions, For example, less than one in each trillion logical
(Boolean) functions of six inputs is one which can be obtained by some
set of weights in a linear threshold element,* This ratio gets worse as
the number of input variables increases, Moreover, on many of those
functions which are theoretically capable of being learned by a single
linear threshold element, the number of repetitions of errors to be
expected in the learning process is absurdly large, For example, well
over half the linear threshold functions of six inputs can be expected
to produce of the order of 500 to 1,000 errors before the function can
be learned, despite the fact that only 64 input combinations are involved,
(In fact, most of these errors will involve only about a dozen of these

-inputs, as a rule,) An upper bound on the number of corrections required
starting with zero weights for convergence of linear threshold elements
through six inputs is listed in Table II,

However, it can be easily demonstrated that any logical function
can be produced from a set of inputs if a sufficiently large network of
these linear threshold elements is used, Because of the promlsing properties
of such networks, nearly all work under this contract has presupposed a
network of linear threshold elements, and has endeavored to find a suitable
rule for making weight changes within the network The next subsection
describes this endeavor,

3.3 EARLY INVESTIGATIONS OF WELGHT CHANGE RULES
For any single linear threshold element, if it is known what

output is desired for it, there is no difficulty in so altering its weights
that the proper output is achieved, However, in a network with many such

. elements, the error signal tells only that the output of the final element

18 incorrect (in the one-output-variable type of network,) There is no

direct way of telling from this fact what the appropriate weight changes

are for each of the elements, because except for the final element it
~isn't clear what their outputs ought to be,

* There are 15,028,134 functézns of six inputs which can be genefated by
such an element, against 2°% altogether, Table I is a list of the
relative number of linear threshold functions for up to six inputs,

-18-
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TABLE I

RELATIVE NUMBER OF LINEAR THRESHOLD FUNCTIONS

Number of Linear

n Threshold Functions (NT)
N 4
2 ‘ 14
3 : 104
4 1,882
5 94,572
6 ' 15,028,134
TABLE II

MAXIMUM NUMBER 'OF. CORRECTIONS FOR CONVERGENCE

n_ Corrections
2 6
3 28
4 95
] 354
6 1421
-19-
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Moreover, the rule of decision for each individual element as
to whether and in which direction its weights should change in case the
final element is in error should be a relatively simple one not involving
the action of other elements in the network except those which are its
inputs, This {s necessary in keeping to the concept of simple network
elements, It would be absurd to construct elements with limited logical
capabilities but nevertheless requiring very complex decisions as to
weight changes,

A scheme which was tried early and which satisfies this sim-
plicity criterion is the following, If the final element is in error
for a given input, commence to gradually change the weights of each element °
(including the final one) whose output is not equal to the desired output
for the final element in accordance with the rule given in Section 3,2
for single elements, considering the desired output of the final element
as also that desired for the element being altered, Let this continue

-until the final element gives the correct output, Note that some of the

elements whose weights are being changed may not have reversed their
outputs by the time this occurs if their sums, s, were originally large,
In any case when the final element is not in error all weight changes
stop, Under this rule, each element needs to possess only an indication
of the final output value desired, the fact that it is or isn't being
realized, the states of inputs into the element, and its own output, The
hope in this scheme was that by tending to force the outputs of the ele-
ments towards that desired by the final element whenever the latter is in
error, each element would assume some responsibility for a portion of the
truth table of the desired logical function,

However, this method was found to be a total failure in hand
simulations, failing even for some logical functions of only three input
variables, In experiments described in Section 2,2 on the magnetic
integrator machine on non linear threshold logical functions, the results

‘were apparently worse than if the weights had been altered in a completely

random way each time an error occurred! This perverse behavior was
apparently due to a pronounced tendency in this method for all elements
to act more or less alike rather than to diversify their action as was
hoped. The result was that such a network would learn linear threshold
functions excellently and very littlé else, The hopelessness of this
scheme was clearly demonstrated when by chance the desired function would
bé nearly learned with only a single error in its truth table remaining,
Upon presentation of the input combination which would produce this error,
the usual result was that the weight changes made to correct it would '
wreak great havoc to the remainder of the truth table, and one would be
ags far away from a solution as ever,

-20-
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In an attempt to remedy this latter difficulty several varia-
tions of the scheme were attempted, One was to follow the above method
except that no change was to occur for an element whose sum exceeded a
certain bound, This was an attempt to restrict weight changes to a
smaller number of elements and in particular to those requiring only small
weight changes to reverse their outputs, This attempt also failed, If
the bound was made high the network behaved as before, If the bound was
low many errors occurred which went uncorrected by virtue of the fact
that all sums in these cases were in excess of the bound,

Another idea was to proceed as in the first method except that
in case of error a single element would be selected at random for weight
change from among those whose output disagreed with the desired final
output, rather than changing all such elements, Hand simulations showed
that this method too, was far from being successful, However, it is
significant that a great improvement did occur with this method, For

.example, when only a few errors remained for a function there was a much

smaller chance of the above-mentioned return to chaos upon occurrence of
these errors, It was the discovery of this improvement which was in-
strumental in leading to one of the principles to be described later,
Aside from the fact of not being successful, this method also suffers
from the requirement for a random action, something which can prove diffi-
cult to mechanize in the proper way,

Another attempt was made which abandoned the notion that each
element should tend toward the desired final output in case of error,
Instead, whenever an error occurred an element was selected at random
to have its weights changed so as to reverse its output, This would
continue until the final element reversed its output, either because it
was eventually so selected for weight change or because its inputs had
changed suitably, Again hand simulations showed that this method was not
satisfactory,

All of these methods had one common failing, Far too many ﬁeight

. changes occurred which, instead of helping to correct the final element's

output, actually worked against it, The situation was analogous in a way
to a servomechanism whose error feedback does not indicate the direction
of the error, but only its presence, This viewpoint of these failures led
to another of the principles to beé expounded in the next section,

.3.4 PRINCIPLES OF WEIGHT CHANGE

Out of the failures described in Section 3,3 have come weight
change rules which show in computer simulations every indication of leading
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to a solution to the problem for a ome-output learning network, Section
3,6 gives the results of these computer simulations,

As discussed previously, the methods which were tried earlier
suffered in that it was not known whether a given change of output for
an element in the network would help, hinder, or do nothing at all for
the final element, This is because the effect of an element on the
final element depends on a chain or possibly many chains of weights
encountered as one traces the interconnections from the given element
leading to the final element, That is, if element 1 is an input to
element 2 with weight c,,, 2 an input to 3 with weight ¢ 3, ete., and
finally n-1 an input to n with weight - , then the s%gn of the
product ¢ €93:44C 1 1 gives the sense o%’ghe effect of a change in
element 1 0n"element # (assuming this is the only such chain from 1 to
n,)

If these interconnecting weights (weights on the output of
one element used as input to another) are allowed to assume either sign
as was previously assumed, it would clearly be impractical for an
impending weight change in an element to depend on the signs of a chain,
or worse many chains of such interconnecting weights, To do so would
be to assume the existence of a network of interconnections among the.
elements for the purpose of deciding on weight changes far more compli-
cated than the network of input-output interconnections,

There appear to be just two ways out of this difficulty, Ome
is to put a restriction as to sign on all interconnecting weights, and
the other is to discover the effect on the final element by some process
which experimentally alters the output of the given element, The latter
possibility will be discussed later, but for now the former restriction

- 18 adopted, It is assumed that a one-variable-output network will admit
only of positive interconnecting weights, though weights on the basic
.inputs, x.,,..,x_ may be of either sign, Such a restriction makes sense
out of thé previous criterion that changes made to the outputs of elements
.were to be in the direction of that output currently desired by the final
element, Such a change in an element would always tend to change the
final element in the prcper direction,

It should be noted that this restriction to positive inter-
connecting weights is not a serious limitation on the logical capabilities
of a network, In fact, if a certain logical function can be achieved in
a given network which allows interconnecting weights of either sign, then
the same function can be obtained in another network with only positive
interconnecting weights and, at the very worst, twice the number of elemients,
This is done in the worst case by generating for each element of the
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original network, it and its complement in the new network, Wherever a
negative weight occurred on this element as an input to another, the
complement can be used with positive weight instead, (It is assumed in
this reasoning that there are no "loops" in the network, such as for
example, the output of an element being its own input,)

A second difficulty with previous methods involved the fact
that correcting the output for a given input resulted in too many weight
changes throughout the network, This results in undoing previously
learned outputs to an excessive degree, What is desired is some form
of weight change which will correct the present output and yet tend to
make the least possible change on outputs for other inputs,

It will be noted that the last two methods outlined in Section
3,3 achieved a very rough way of minimizing the weight changes by changing
only one element at a time, that one being selected at random, and this
process continuing until the final output becomes altered, Even with
the above change of allowing only positive interconnecting weights
random selections of this kind have continued to produce unsatisfactory
though still further improved results, This is apparently due to the
fact that in the random selection no account is taken of the magnitude
of the sum occurring in the element to be changed, Consequently elements
requiring a very large weight change can as well be selected as those
requiring a small change, Yet the required weight change tends to be a
good indicator of the amount of ensuing change in logical behavior of
the element and therefore of the logical properties of the network,

Hence the second principle of weight change rule to be adopted
in this section calls for the selection of elements whose sums are close
to zero over those with large sums and the minimum number of these neces-
sary to achieve a correction on the final output, Presumably in a large
network the total number of elements thus affected would be only a small
fraction of those present, In other words even in the presence of errors
a change of weight ought to be a relatively rare event for any particular
element, *

Two ways of proceeding to this goal will be described here,
The first is as follows. In case of error in the final element, among
all elements whose output is not equal to that desired for the final
element, choose that one whose sum is closest to zero for weight change,

* One is tempted to speculate here that neurophysiologists have not been
able to detect long-lasting kinds of changes in the logical action of
neurons in nervous tissue simply because of the possible scarcity of
such changes compared to the number of neurons present,
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Change this element's weights as described in Section 3,2 by a magnitude
sufficient to reverse its output, If there is still an error proceed
again in the same way to choose the next such element whose sum is closest
to zero for change, Finally, when enough elements have been changed the
final element will have been corrected, It itself may.or may not hawve
had a weight change, depending on the size of its sum, Notice that when
the output of an element is altered this may change other sums or even
other outputs, and therefore this process is not necessarily equivalent

to choosing in one step the k least sums where k is the minimum number
necessary for correction of the final output,

It will be observed that the criterion described here would
appear to violate the rule of simplicity described in the second para-
graph of Section 3,3 which requires that the weight change decision for
each element should be a relatively simple one not depending explicitly
on the state, and in particular on the sums, of other elements save
possibly those which are its inputs, Yet if the decision is to change
that element whose sum is closest to zero, the decision for any particular
element would necessarily depend on the sums of other elements,

However, if a sequential type operation is allowed (and it
already is since the elements are being changed one at a time, sequentially),
this difficulty can be avoided, 1In addition to the usual threshold constant,
¢ , let each element have a variable input called the bias, b, which how-
ever at any instant is the same for all elements, Thus the cutput of an
element would be y = sign (¢, + ¢, x, +,,.+ ¢c_x_+ b), At the initial
presentation of an input the bias cOommences at zero, But in case of
error the bias begins to change in the direction which will tend to
produce the correct answer (i.e,, plus if +1 is desired, and minus if
-1 is desired), The first element whose output reverses is automatically
that element with wrong output whose sum is closest to zero, If each
element has the property that its weights are charmged only when an error
signal is given and when its sum is in the immediate neighborhood of zero,
the element just described will commence to undergo weight change, If
the bias b is then gradually returned to zero it will keep this weight
change proceeding until the element'!s output remains reversed even with
zero bias, This accomplishes precisely the first of the steps described
above and yet no element requires a direct knowledge of other sums for
its weight change rule, The decision depends on other sums only indirectly
through the actions of the shifting bias level,

A schematic showing the first step in the above process is

presented in Figure 3,1, In (a), elements are shown in their original states,

being 1 for positive input sums (6) and -1 for negative (0), As the bias
is raised, the effect is to lower the sum level at which the -1 to +1
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discrimination is made, When the bias crosses element #5, Figure 3,1(b),
it becomes a +1, If it is directly or indirectly connected to the output

or to other elements, it can only have the effect of driving their sums
positively, as indicated, Following the return of the bias to zero,
element #5 is permanently (for this input configuration) returned to +1,
In particular the absolute value of the output element's sum is guaranteed
to be no farther from zero than it was previously, That is, s, < 8,
Clearly, the next element to be changed in this process would ge #9, and
so on,

The method just described assumes the presence of an agency or
unit which generates a common bias level for all elements and which
fluctuates it in accordance with the above description, This method has
the disadvantage that once an element has reversed, the bias must commence
back toward zero, This presupposes that the bias-producing unit has inputs
from each of the network's elements if it is to successfully make such a
reversal, This again adds an undesirable element of complexity to the
network, 1In order to obviate it a second method is given which produces
a similar result without this trouble,

Let the same common bias be provided, Assume that the bias
commences with a sufficiently large value of the proper sense so that the
final output is initially correct, Then allow this bias to move toward
zero, When and if the final output reverses let the error signal then
be immediately turned on. Among the elements there must at that time be
at least one whose sum lies close to zero and whose consequent reversal
caused the reversal of the final output (it could be the final element
itself,) If each element has the property that it increments its weights
in the presence of an error signal and a sum near zero, the element in
question will then undergo weight change, If it is assumed that this
increment is a fairly large one rather than the continuous sort envisioned
in the previous method, this element's sum will be displaced a considerable
distance from zero and its output changed back again, (It is possible
that this element will eventually undergo further increments as the bias
moves toward zero,) Whenever such an element has been incremented this
should immediately correct the final output and thereby turn off the
error signal,

As the bias proceeds toward zero many elements may have their
sums pass through zero, reversing their and other outputs, As long as
this doesn't reverse the final output these elements will avoid being
incremented, However, when the final output again reverses the process
repeats itself with the output being immediately corrected as some element
is incremented, When the bias reaches zero a correct final output will
have been obtained,
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A schematic outline of one step in this process is presented
in Figure 3,2, 1Initial states are as in Figure 3,2(a), Consider the bias
raised to a high value, and now coming slowly down, as in Figure 3,2(b),
The output may now be correct, as shown, either due to the bias itself
or to the effects of other elements, In the case illustrated, elements
2, 7 and 8 must have caused the indicated shift in the output element's
sum, When the bias crosses element #8, Figure 3,2(c), another shift may
occur, If insufficient to change the output, however, no incrementing
occurs, When the bias crosses element #2, Figure 3,2(d), another shift may
occur, In this case the output changes state, and #2 is given an incre-
ment, The state of the network immediately after the increment is illus-
trated in Figure 3,2(e), with the output again correct (temporarily). As
the bias falls further, either element #7 or the output itself or both
may receive increments to cause the output to remain in the proper state
when the bias finally reaches zero,

This then outlines a second method of obtaining a kind of
minimal network change to correct an erroneous output, The bias producing
agency need not depend on anything other than the desired final output,
The error signal depends only on the actual and the desired final outputs,
The decision to change weights for each element depends only on the error
signal, the bias, and the element's own sum value, This presumably satis-
fies the criterion stated above for the simplicity of each element's
decision rule, Moreover it corrects the output with a single sweep of
the bias value whereas the first method requires a sweep for each
incremented element,

It should be noted that this second method may have the very
important advantage over the first that it selects only those elements
to be incremented which have a demonstrable effect on the output, The
use of only positive weights prevents element changes which tend to

~ harm the output, but the first method of bias change may cause elements

to be incremented which will not help correct the final output at all,
In fact, preliminary results from the computer simulations indicate that
this is precisely what does occur with this first method,

In this way it is possible to hypothesize an incrementing
procedure which does not make impossible demands on the complexity of
individual elements and yet which can accomplish a rather sophisticated
weight change.* It is a process that requires the rather large data

* It is of course unknown whether any analogous procedure occurs in
biological neurons since even weight changes do not have any observed
analog there, But the hypothesized fluctuating bias level suggests
the somewhat uniform and periodic fluctuations observed in electrical
potentials in a brain as given by an encephalograph.
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processing capability of the network as it reverses various elements!
outputs to see if they affect the final output value, But since this
capacity is already required, little has been added to the network

beyond the sum-dependence feature of each element's decision process,

A third principle which appears important here is that if a
network is to be capable of learning a given logical function it should
possess a sufficient complexity in terms of the total number of elements
and of weights that this function can be realized by the network in a
great multiplicity of ways, If one uses a network which is minimal in
terms of numbers of elements and weights for the particular function, it
is likely that there are relatively few essentially different combina-
tions of weight values which will work, Consequently any learning
process of the kind postulated is rather unlikely to stumble across one
of these rare combinations,

To put this concept in other words conceive of each possible
set of weight values throughout a given network as a point in a p-
dimensional Euclidean space, p being the total number of weights in
the network, Each different function which the network can realize can

" be associated with a certain p-dimensional volume in this space, namely

the set of all points whose coordinate values (i,e,, weight values) in
the network cause this function to be generated, A function will tend
to be easy, hard, or impossible to learn by the network in accordance
with the relative size of volume it occupies in this space, But if the
network has no redundancy with respect to a given function as regards
the numbers of weights and elements, that function is likely to occupy
a disproportionately small volume of the weight space, and hence be
difficult or impossible to learn,

This situation is analogous to the case of the number of
discrete levels of weight values necessary in a single linear threshold
element, It can be shown that if each of the seven weights in a six-
input threshold element can assume any of the 19 values, -9,-8,,,,,0,1,
...»9, then this element is capable of generating all possible six-input
linear threshold functions,* But no known learning process will work for
all such functions with weights so tightly restricted, Instead there
is a great tendency for the élement to generate only simple functions
requiring low weights, In other words, in this case certain of the
functions would occupy a disproportionately large share of all the 19
points in the weight space for the element,

7

* Appendix B, "A Magnetic Integrator for the Perceptron Program", Annual
Summary Report, Aug, 1961, ASTIA #AD 264227,
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There have been described in this section three important
principles regarding the design of learning networks of linear threshold
"elements: 1) that it is essential to know in some way of the effect on
the final output of an alteration on a given element in making the
‘decision as to whether or not to make that alteration; 2) that changes
made to weights must be made in such a way as to minimize the effect on
the output values for other possible inputs which may previously have
been learned; and 3) that a network should contain an excess of weights
and elements over the minimum required to generate those functions which
it is to be capable of learning, It was shown in the case of a single
variable output how 1) could be implemented by restricting all inter-
connections to be positive and 2) by the use of a changing bias level
furnished in common to all elements, 1In particular it was shown that
although the decision-making involved in 2) required a considerable
amount of data processing, practically all of this could be accomplished
by using the already existing capacity of the network to generate outputs
from inputs, '

Computer simulations have brought to light a possible fourth
principle which may be needed to avoid difficulties which have occurred,
It has been observed that occasionally an initial set of weights would be
selected for use with a logical function and network which would cause a
small number of the network's elements to receive nearly all the weight
. increments, thereby greatly increasing the number of errors made during
learning, Presumably there was in effect a much smaller network available
for learning or weight change, This unfortunate circumstance arises when-
_ ever the small set of elements in question happens to always have small
L4 magnitude sums in comparison to that of other elements at the same time
) the output is in error, and when the logical complexity of the output in
these erroneous cases exceeds the capabilities of this small number of
elements,

BN o

Y

e =3

A direct approach to this problem can assume that each element
accumulates in some manner a "fatigue" factor which is a measure of the
relative frequency with which an element has received weight increments,
The greater is this factor the less susceptible is the element to incre-
menting, It might take the form of a variable weighting factor, £, on
the sliding bias term, b, previously mentioned, thereby treating b very
much like another input, though not a binary one, In any case, the need
for this provision is still speculative pending further simulation results,

3,5 COMPUTER SIMULATION PROGRAM

. Although a considerable amount of analysis is possible for the
action of adaptable single linear threshold elements, no analysis is known
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for the learning process of a network of them, It is our opinion that

‘the best that can be hoped for in the future in the way of analysis of

large networks is a statistical theory analogous, say, to the statistical
mechanics theory in physics, Though efforts have been and will be made
in this direction, for the present all learning theories will have to be
evaluated by empirical means,

Until recent months simulations by hand or on the magnetic
integrator learning machine were adequate for this purpose for the
simple reason that each of the earlier postulated network models was
shown to fail even for some very simple functions, However, hand
simulations carried out more recently with the properties given in the
last section had very good success, and for this reason a program was
devised to more thoroughly test these models on an IBM 7090 general
purpose computer, Some very good results have already been obtained
and will be described in Section 3,6, This section briefly outlines
the features of the program as it is now and with revisions which are
now being planned,

The present program allows for the simulation of any network
of up to 36 linear threshold elements and 35 binary input variables, the
interconnections being specified by an interconnection matrix, The
program is provided with a compiling routine which constructs a "straight
line" program for computing sums and outputs from inputs which corresponds
to whatever interconnection matrik may be assigned, 7This greatly in-
creases the efficiency of the computation,

Provision is made for three types of incrementing rules, Mode
1 type of incrementing corresponds directly to a method described in
Section 3,4, Whenever the network routine receives an input and then
produces the wrong output, all sum values are scanned in elements whose
output doesn't agree with that desired for the final element, The element
whose sum is closest to zero is chosen to have its weights incremented,
Increments of a fixed magnitude are applied to its weights in accordance
with the rules laid down in Section 3,2 with the exception that no inter-
connecting weight (i,e,, a weight applied to the output of an element
when it serves as an input to another) is allowed to drop below some
previously specified positive lower bound, The network is then re-
evaluated using the new weights, and i1f the final output is correct, the
next input combination is brought in, If it is still not correct this
process is repeated with the same input combination until a correct
answer is obtained,

A second mode of incrementing is provided which performs the
mode 1 operation together with applying a smaller size increment to another
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randomly selected element whose output doesn't agree with the desired

final output, That is, mode 2 is similar to mode 1 except that two elements
are incremented, one chosen as in mode 1, and the second chosen according

to the sign of its sum but otherwise randomly, The purpose of this type

.was to break up what might otherwise be endlessly repeating cycles which -

could occur in mode 1, In simulation runs so far this mode has demonstrated

. its ability to do just that, However, care must apparently be used in

choosing the size of the smaller increment lest it also break up the main
learning process in what would otherwise be successful runs,

A third mode is provided which is similar to mode 2 except that
every element whose output is in disagreement with the desired final output
is to receive the smaller increment, The element to receive the large
increment is selected as in mode 1, In particular if the large increment
is set to zero, one obtains in mode 3 one of the previous methods of
incrementing which was unsuccessful, Hence as may be expected, the small
increment in mode 3 must be considerably smaller than the larger increment
to avoid a slow learning rate.

The an and 3rd modes were developed before the concepts of a

sliding bias and a fatigue factor were formulated, It is expected that
the latter will make the use of these modes unnecessary when the program
is revised,

In these methods of incrementing the program allows for Lhe use
of different sized increments for interconnecting weights than for weights
on the original inputs if desired,

Any desired logical function may be specified to be learned, and
any set of initial weight values can be used with the network, The program

. then proceeds to run through the logical function, one input combination

at a time, Whenever an error occurs, the weights are altered as mentioned

- above until the proper output occurs, When all input combinations have

been presented if any errors have occurred, this process is repeated
starting again with the first input, When all inputs can be consecutively
presented with errors, the function is then learned and the program is
caused to print out appropriate data such as the total number of errors
made during learning, the total number of passes through the function, the
final set of weights, the number of increments received by each element,
etc, A maximum is set on the number of passes through all input combinations
which, if reached, causes the program to cease the learning process and
print the above data together with an indication that the network failed
to learn the function in this case, .
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It is possible to specify that some selected portfbn of the
network's element will not be subjected to weight change so that these
portions of the network remain fixed during the learning process, The
program also provides for switching to different types of incrementing
during a learning process after a specified number of passes through the
input combinations

It is possible to put in a fixed bias term in the formation of
sums for the elements which always works against the element's output
agreeing with the final desired output, This results in forcing the
weights to be so incremented that after the learning process is over and
the desired function is learned, if this bias is now removed, then for
each learned input-output case the elements whose outputs are essential
to the correct final output have sum values different from zero by at
least the value of the bias term, This simulates a process that undoubtedly
would be required in any actual learning network to ayoid having the
learning process stop while some essential sum values were still marginal,

It has become increasingly clear as results of simulations have
begun to accumulate that the efficiency of the learning process is criti-
cally dependent on the care with which the elements are selected for
incrementing, When they are selected at random without regard to the
size of the sum value (mode 2 without a large increment), or all of the
proper sign are incremented equally (mode 3 without a large increment),
then the learning process becomes chaotic and unlikely to succeed at all,
When the element is chosen with regard to its sum value as in mode 1, a
much more efficient process occurs, Nevertheless it is now apparent from
the results obtained that even mode 1 is suffering from the disadvantage
pointed out in Section 3, 4, namely that often elements are incremented
even though changing thelr output happens at the time to contribute little
to the correctness of the final output, It is apparent that the "sliding
bias" method outlined in that section deserves a chance to correct this
deficiency., Hence a mode 4 type of incrementing is planned for the program
revision now taking place which uses this sliding bias technique for
selecting elements to be incremented,

It is also planned to allow for the computation of the "fatigue"
factor mentioned earlier so that increments will be more evenly distributed
throughout the elements than has occurred in several of the simulations,

The revised program will also provide for more than 36 elements
and 35 input variables, This will allow the program to be used in the
future for some moderately complicated tasks on, say, learning certain
pattern recognition tasks, One can go in this direction only so far,
however, before the cost of simulating a large learning network on a serial
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computer becomes excessive, It requires about 7 microseconds on the

IBM 7090 to add in each term (a weight times its binary inmput) in
accumulating the sum value for an element, So if the network has a

total of p weights, if the function to be learned has q input combinations,
and if n repeats through all the input combinations are required for
learning, then a total of about 1lOpqn to 20pqn microseconds are required
for each learning experiment (allowing for repeated use of the network when
there are errors,) It would not be difficult for this figure to become
excessive for complicated networks and functions,

3.6 SIMULATION RESULTS

Since the program described in Section 3,5 has been in use for
only a short time, the results are fragmentary, Yet they already demon-
strate that substantial progress has been made toward designing successful
learning networks, and that the principles discussed in 3,4 are essential
to this design, Sections 3,6,a and 3,6,b give a brief description of
these results,

a, Four-Input Functions

A total of 516 learning experiments were run on various four-
input Boolean functions, As is shown in the appendix these four-input
functiois may be grouped into 83 symmetry types as far as their generation
by linear threshold elements is concerned, and a representative from each
of these 83 types was used in these trials, A variety of incrementing
methods, three different sets of initial weight values, and two kinds of
networks were used, Of the 516 trials, 4 of them had not been learned
after 100 runs and were stopped at that time, The remaining 512 were
learned with averages of 7 runs and 30 errors (a run being one pass through
all sixteen input combinations, and an error being each occurrence of an
improper output for a given input), These trials will be briefly des-
cribed,

One experiment made a comparison of the effect of different
numbers of elements in a network, The two networks had 6 and 8 elements,
with the last element in each being permanently set at a majority function
of the remaining 5 or 7, respectively, The other elements received only
x-inputs, no interconnecting weights being used in this case, Two sets

of 27 trials each were run which were identical in every way except for

the size of the network used, and the fact that extra random initial weights
had to be provided for the extra two elements in the 8-element network,

A representative from each of 27 of the above 63 types was used including
many from the difficult end of the list (e,g,, the parity function), Three
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different randomly chosen sets of initial weights were used, . The incre-
menting method used mode 1 only (i.e,, only one element incremented at’

a time and chosen according to its sum value), Letting r be the )
) aver

.-average number of rums, r the maximum number of runs, € ver the average
number of errors, and e _ e maximum number of errors, tﬂe‘reSultq,of

the two series may be summarized as follows:

T i T e e
aver ) max aver max
8-element network 3,2 4 11,7 20
' 6-element network 4,3 12 15,6 51

The larger network clearly has the édvantage, particularly for the worst
cases, : . ) .

Next, a series of 249 trials was made, 3 for each of the 83 types,
using the above three sets of random weights and the above 6-element net-
work, The method of incrementing was: 9 runs on mode 1 followed on each
tenth run by mode 2, with the small increment being one-fifth the size of
the larger, The reason for this method of incrementing was to avoid
endlessly repeating cycles by introducing an occasional random choice in
the weight change process, Events proved that this was justifiable, and
that in fact the random aspect was far too weak, The results were as
fcllows: ' -

_raver _ Tmax , eaver,» Crmax

235 cases with r < 20 4.1 15 15.6 .. 59
11 cases with 100 > © > 20  44.6 84 182.6 " 341

| 3 cases with r > 100 100, 100 467 515

The last 3 cases listed were stopped at r = 100 and thus represent 3 of the
4 failures-to-learn mentioned before, As these data indicate there was a
peculiar distribution of values for r and e, Actually only 17 cases
altogether went beyond r = 7, which is encouragingly low, But of those’
that did, every case was apparently suffering from a repetitious cycle of
incrementing which led in most of these cases to very high values for

r and e, and was accompanied by exceedingly uneven distribution of incre-

. ments made on the five elements with adjustable weights, For example,

one case which reached r = 100 had made 4, 11, 7, 6, and 400 large size
increments on the respective five elements, Obviously element number 5
was overworked, : ) ‘
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In a third experiment the 14 difficult cases of the previous
paragraph were each rerun three times, everything being left unchanged
save for the use of three different methods of incrementing, The first
method changed only the size of the small increment used by mode 2 during
each tenth run, It was made equal in magnitude to the large increment,
rather than one-fifth size, The second method used the mode 2 every time
rather than every tenth time, the small increment being a fifth of the
large one as before, The third method introduced still more drastic
variation by using mode 1 as before for the first 10 runs, and then for
the next 10 runs using mode 2 with no large increment, only a small one
equal to the increment used in the first 10 runs, In other words, for
10 runs the choice of element to increment was based upon sum value, but
for the next 10 runs it was by randem choice, The third 10 runs reverted
again to mode 1, Of course, in the first and third methods all runs
exceeded 9 since there was no change over the previous trials for that
period, The results were as follows:

raver 5 rmﬂ.x eaver . emx
1% method 20,0 34 90.1 156
2™ nethod 8.6 15 38.9 76
379 nethod 22.4 30 127.1 220

There is a clear improvement over the previous runs for the first and
third methods since none of the 232 runs for which r < 9 could be ad-
versely affected, (Conceivably the three cases with r in the teens might
be adversely affected but this is unlikely.) In other words, what was
lacking previously was a method of jolting a network out of a repeating
cycle. Method 3 appears to have gonme too far in that direction by compari-
son to method 1, (However, remarkably enough, 4 of the 14 cases in method
3 were terminated when no elements were being chosen for incrementing
according to their sum value, only randomly.) Method 2, which appears
much better than the others, would require further testing to justify

that conclusion. Since it changes the incrementing method from the very
beginning it would have to be tested for all the other 235 cases to make
an exact comparison, The next experiment indicates that in fact this
second method is a good one. .

The fourth experiment used seven different methods of incre-
menting, For each method, the last 11 functions of the listed 83 were
each used 3 times starting with the previous 3 sets of initial weights,
This made a total of 231 trials, The 6-element network was again used,
The first three methods of incrementing used mode 2 exclusively with the
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small increment being 1/10, 1/5 and 1/2 of the size of the large incre-
ment for the first, second, and third series, respectively, Mode 3 was
used for the next three (i,e,, all elements with a wrong output receive

a small increment whenever the final element is in error) with the ratios
of small to large increment being 1/50, 1/20, 1/10 for the fourth, fifth,
and sixth series, respectively, The seventh series (which 1s actually a
part of the group of 249 trials and is listed hére for comparison) used
mode 1 except that every tenth run mode 2 occurred as before, The results
were: :

Taver Tmax Caver ®max

' 1%% series, mode 2, S/L = 1/10 7.3 59 31,5 285
2™ geries, mode 2, S/L = 1/5 5.4 17 23,6 88
379 series, mode 2, S/L = 1/2 5.8 12 25.5 43
| 4P series, mode 3, S/L = 1/50 12,9 100 55.7 443
5t series, mode 3, S/L = 1/20 6.1 33 28,9 136
6! series, mode 3, §/L = 1/10 6.0 20 - 26,2 81
| 7%0 sertes, mode 1 12,1 100 52,9 515

Note that two failures tc learn occurrcd here, onmc in the last series,
which was one of the previous three mentioned, and a second in the fourth
series with S/L = 1/50, These results again show a clear trend for im-
provement on the mode 1 method by the addition of other increments as in
modes 2 and 3, A comparison of the second and third series indicates that
by making the small increment sufficiently large, the average learning
time begins to get larger even though the worst cases are better,

b, Six-Input Functions

A second group of 180 learning experiments was made on four
different six-input Boolean functions, These functions will be denoted
by A, B, C, and D, Function A could actually be obtained from a single
element using the weights 8, 7, 6, 5, 4, 3, 2 but it can be shown that
this would require something of the order of 1000 errors before being
learned, Functions B and C were randomly selected, while D was the six-
input parity function (i.e,, its output is 1 when an odd number of its
inputs are), A complete set of 64 input combinations was used for each, .

In each of the series of experiments to be described there was
provided only one set of initial weights, which was used only by function
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A on its first trial, Thereafter the four functions appeared in sequence:
A, B, C, D, A, B, etc, with each function using as its initial weight
values the final set of weights of its predecessor, Since a set of weights
appropriate to one of these functions would give wrong answers for the
succeeding function, this procedure approximated the use of random initial
weights for each trial,

In the first series of 56 trials a 22-element network was used
with the final element a fixcd majority function of the other 21, There
were no other interconnacting weights so that learning occurred only on
one layer as in the case of the networks used for the four-input functions,
Each of the 21 elements received each of the six input variables and had
a variable threshold weight, making.a total of 147 variable weights., The
incrementing method was to use mode 1 for 9 runs followed each tenth run
by mode 2 with S/L = 1, The initial weights were all zeros, except for the
fixed weights in the final element, The values of r, the total number of
runs, and e, the total number of errors, are given in the following table
for each trial, ‘

A B C D

I (] ’ T e b o e - r €
1 10 55 | 15 302 . 16 208 § 5 75
2 5 52 18 215 9 97 | 4 51
3 74 18 192 8 110 | 4 48
4 ;3 40 7 69 10 98 | 6 68
s 4 4 L7 s | 4 41 | 6 46
6 .5 4 L 5 70 7 8 | 5 54
7 4 45 PA 7718 1 7 64
8 .3 32 | 4 s3 | 7w | 3 40
9 4 42 6 51 4 60 4 46
10 P50 35 5 54 9 67 ' 4 39
1 |4 s 6 53 6 70 . 5 53
12 | 4 40 5 s4 L7 68 i 4 36
13 PRV 4 48 | 6 46 3 35
14 4 36 5 s2 1 6 10 73
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The second series of 24 trials was just like that of the pre-
ceding series except that the initial weights were randomly selected for
use in the first trial by function A, As before each succeeding trial
used its predecessor's weight values, The results were as follows:

A B c D

T (3] r [] X e r e
1 329 7 76 5 78 6 70
2 P4 37 5 70 7 0N 7 81
3 NV 5 49 5 57 5 37
4 3 39 5 59 6 64 4 42
5 5 36 5 60 5 65 5 51
6 . 5 4 6 71 | 3 43 4 37

The results of these two series strongly indicate that to give
a large network such as this one all zero weights initially is to severely
handicap it, It apparently required about 10 or 15 successive trials in
the first series to sufficiently "spread out™ the activities of the 21
first layer elements to overcome this initial disadvantage, The second
series with random initial weights showed no such difficulty, If the
first 16 trials of the first series are ignored, the averages for r and
e for the remainder of the two series are:

A B c D
r e r e r e r e
aver aver aver aver aver aver aver aver
4.1 39 5.3 59, 6.0 65 5.1 50

In the third and fourth series, variable interconnecting weights
were used for the first time, The network consisted of 22 elements arranged
in three layers, 10 elements in the first layer, 11 in the second, and the
final element in the third, The final element was a fixed majority function
of the 11 in the second layer, Each element in the second layer received
the outputs of each of the 10 elements of the first layer with weights which
were variable, As before each of the 21 first and second layer elements
received all six input variables, Thus there was a total of 257 variable
weights, The third series of 20 trials used only mode 1 with x-weight and

. y-weight increments being equal. The y-weights were not allowed to go
. below the magnitude of one such increment, The fourth series of 20 trials

differed from the third only in that 3 runs of incrementing only on the
first layer alternated with 3 runs of incrementing only on the second
layer, rather than 1ncremept1ns being permitted on both layers at
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the same time as in the third series, Both series were started at zero
initial weights for the x-weights and at the lowest allowed values for
the y-weights, The results were as follows:

Third Series:

A B C D
S 5 e ) r e r e T e
‘20 126 | 25 348 10 151 6 95 |
6 47 | 11 165 C 6 70 5 53
5 54 | 100 11 101 4 - 52
y 6 31| . 85 .4 60 5 62
L4 & 1 6 72 9 85 6 56 |
Fourth Series:
| A B c D
- e T e . T e r e
10 e | 22 38 ! 16 297 14 160 %
5 42 13 128 11 132 9 104 ;
6 49 | 11 144 140 8 92 1
|6 55 | 12 18 | 8 95 10 119 |
;5 46 11 125 | 10 115 14 202

The following gives the averages of the first 20 trials of the first series,
of the third series, and of the fourth, for purposes of comparison since
each was started with zero initial weights:

A B - c D
r [=] r e r e r e
aver aver aver aver aver aver aver aver
1%% series! 5.8 47 13.0 152 | 9.4 92 i 50 58
3% gertes! 7.8 62 | 11.8 154 | 8.0 93 | 5.2 64
40 series | 6.4 51 13,8 194 ' 10.8 156 | 11,0 135

These results indicate that incrementing on one layer at a time
in the fourth series gave a somewhat poorer performance than incrementing
with both layers at the same time, It is surprising to note that the
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addition of 110 y-weights in the third and fourth series produced little,
if any, improvement over the first 20 trials of the first series, This
matter receives further attention in the next three series,

The final three series of trials was designed to further test
the performance of networks with variable y-weights, Each used mode 1
for 9 runs followed on each tenth run by mode 2, and each used a network
of 12 elements with the final element being a fixed majority function of
the other 11, Each of the 1l received all x-inputs, The series differed’
in that the fifth had no y-weights, the sixth had 55 y-weights (all that
could be added), but these were fixed, and the seventh had the same net-
work as the sixth but with variable y-weights (except those of the final
element), Thus the seventh series was an example of learning on 1l layers
simultaneously, The reduction to 12 elements was intended to compare
further the effect on learning rates of varying the size of a network,
That there was such an effect is clear from the fact that of the 60 trials,
15 had failed to succeed in learning the required function after r = 25
(at which time the program stopped them), The failures are indicated by
asterisks in the tables below, Each series was initiated by the same set
of randomly selected x-weights, The sixth series had a y-weight fixed at
five times the size of a mode 1 weight increment, The seventh started
initially with these same y-values, The results were as follows:

Fifth Series:

[

i

i

E A B C D

! r €. r e r e r e
! 1 4 39 E 25%  405% : 25%  393%* 5 62
} 2 . 6 50 ‘ 25 240 - - 17 194 6 72
3 5 43 10 114 14 153 7 78
s e s ©25 274 i 16 192 6 70
5 4 035 24 333 0 10 146 | 15 129
j averages 5.0 45 { 21,8 273 z 16,4 216‘ ‘ 7.8 82
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Sixth(i Series:

A B c D
‘T € i X ‘.e e by e ; X e

1 s 56 | 2% ‘366 . 2u 250 | 23 153

2 6 48 . 6 114 25 377% i 15 141

3 | 4. 37 . 1 ml | 25% s03% © 25% 243

4 4 50 b.o2se saex - 20 283 | 17 217 |

5 6 53 25%  369% 25 372 | 25% 45w
averages | 5.2 49 .| 19,0 324 . 23,8 357 | 21,0 261 |
Seventh Series: ]

A B B . . C. D
I e = e r_ e r e

1o ls w1 w27 o | 1 w2l

2 170 ose DLo2se wa o100 w3 15 19

3 p s e oo2se 3w Logse 31s¢ 25k s29%)

s 7 ss 25% 346+ - 16 314 | 25% 345k

s .95 .3 18 25 . 19 2% | 5 52
averages  .5.8 5L 22,4 318 16,4 231 . 154231 |

Again the networks with y-weights added failed to live up to
expectations, and in these trials actually acted as a handicap, particularly
in the sixth series when they were fixed, It was observed in both the
sixth and seventh series that the elements with the larger number of inputs
received much the smaller share of increments, This is due no doubt,. to
the tendency for their sums to be larger, thereby making it difficult to
be chosen for incrementing under the rules of mode 1, It is felt, however,
that the 'difficulty lies deeper than this in view of the results of the
fourth series where the second layer was given an equal opportunity to the
first for receiving increments, '

At the present time the most likely explanation lies in the
previously mentioned deficiency in mode 1 type incrementing when applied’
to multi-layer networks -- namely, that it can select elements for incre-~
wenting, which may not be important at the moment in helping to correct
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the final output, This cannot happen in the networks used which had no
y-weights and all elements led directly to the final element in a fixed
majority function, (It could, of course, if the final element had used

a different fixed function with unequal weights,) In any case the planned
future use of another mode of incrementing (as explained in previous
sections) which tests the effect of changing the output of an element

in a network before incrementing its weights, should settle this question,

Another interesting and encouraging observation that can be
made about the last three series' results is that while the performance
was considerably worse in the 12-element networks over the 22-element ones
for functions B, C, and D, this was not true for A, Function A, which
can be generated (with difficulty) by one element, was learned about
equally well by either network, This shows how a function which can be
generated by a small fixed network, is likely to require only a small
network to be learned with reasonably few repeated errors,

n

As is known, for n binary inputs there are 22 possible Boolean
functions of them, and a network which is sufficiently flexible to learn
any of them must perforce have a proportional flexibility in terms of the
number of its variable weights, Hence, for large values of n it is
clearly out of the question to envision networks large enough to realize
or learn all possible functions of the inputs, However, if it remains
true that the size of a network required to learn a function is roughly
proportional to the minimum size of fixed network required to generate
the function, this would still make it useful to deal with large numbers
of inputs in learning networks, The functions one is likely to want to
have learned will presimably also be likely to be capable of generation,
and therefore of learning, by relativelx small networks (i,e,, small when
compared to that needed to learn all 22",)
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the final output, This cannot happen in the networks used which had no
y-weights and all elements led directly to the final element in a fixed
majority function, (It could, of course, if the final element had used

a different fixed function with unequal weights,) 1In any case the planned
future use of another mode of incrementing (as explained in previous
sections) which tests the effect of changing the output of an element

in a network before incrementing its weights, should settle this question,

Another interesting and encouraging observation that can be

. made about the last three series' results is that while the performance

was considerably worse in the 12-element networks over the 22-element ones
for functions B, C, and D, this was not true for A, Function A, which
can be generated (with difficulty) by one element, was learned about
equally well by either network, This shows how a function which can be
generated by a small fixed network, is likely to require only a small
network to be learned with reasonably few repeated errors,
n

As is known, for n binary inputs there are 22 possible Boolean
functions of them, and a network which is sufficiently flexible to learn
any of them must perforce have a proportional flexibility in terms of the
number of its variable weights, Hence, for large values of n it is
clearly out of the question to envision networks large enough to realize
or learn all possible functions of the inputs, However, if it remains
true that the size of a network required to learn a function is roughly
proportional to the minimum size of fixed network required to generaie
the function, this would still make it useful to deal with large numbers
of inputs in learning networks, The functions one is likely to want to
have learned will presimably also be likely to be capable of generation,
and therefore of learning, by relativelx small networks (i,e,, small when
compared to that needed to learn all 22 )
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o . ’ SECTION 4

PARALLEL- LEARNING NETWORKS

The motivation for considering parallel networks of learning
elements stems from two sources, One is that a considerable amount of

.data of interest for learning processes occurs in image or two-dimensional

form, Another is that only networks consisting of rather large numbers
of elements can hope to cope with the useful but difficult functions
associated with practical learning tasks,

This section describes a technique for implementing 1arge two-
dimensional iterative arrays of learning elements, and presents a simple
example, The technique has also been used to implement large fixed-
logic (non-learning) networks, and has been applied to potentially
practical pattern-recognition processes, This work has been previously

‘reported and more details of the applications to fixed-logic recog-

nition networks may be obtained from the reference,

4,1 PRINCIPLES OF MECHANIZATION

The mechanization to be described applies to arrays of identical
single-level logic decision elements in two dimensions, The technique
can obviously be extended to multi-level logic by employing the output
(array) of onme stage as input to subsequent stages, This refinement has
been performed on a fixed-logic basis, No attempt has yet been made,
however, to reduce the multi-stage learning procedures described in the
previous section to this particular form,

*J, K, Hawkins, C, J, Munsey, "A Natural Image Computer", Optical Process ng

of Informntion, Spartan Books, (to be published),
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The technique employed to mechanize a two-dimensional array of
single-stage logic elements, each operating on a local region of an input
array or image, involves two steps, The first step is an optical system
similar to that used in performing two-dimensional cross correlation,

The system is illustrated in Figure 4,1, The two planes, T, and TZ’ are
transparencies, T, corresponds to a set of input variables (x's),
contains reglons whose transmittance is proportional to the coefficients
(g's) required to mechanize a given logical function, It can be seen
that with a diffuse, incoherent light source, I, the quantity of light
energy, e, reaching any point on the resultant plane is

e .
T = %18 + %8 +...+ X g (1)

This is the direct analog of the weight-summing function of linear-input
learning elements discussed in Section 3. 1In particular, the input sum,
s, is given by

s= X c,X ‘ o . (2)

Note further that the quantity in (1) -- with the same coefficients --

is formed simultaneously with respect to every region containing input
variables on the input field, Thus the quantity in (1) is formed at point
p, with respect to the input variables within the heavy border, At p

t%e same quantity is formed with respect to variables within the dotted
border, and so on, everywhere on the resultant plane, No phy31ca1 motion
is involved, All results are formed simultaneously and in parallel, . The
effect is entirely equivalent to that of wiring a field of Kirchhoff
summing networks,

Because optical transmittance, and electrical conductance, are
constrained to be positive, some technique must be employed to obtain the
effect of negative coefficients in (2), Negative coefficients are re-
quired for most useful functions, The effect of a negative coefficient
can be obtained if the complements, X,, of the input variables, X, are
available, In a system in which varidbles can only be 0 or 1 (no light
energy, or light energy) a simple manipulation converts (1) into the
appropriate form,

In order to complete the requirements for a logical functionm,
it is now necessary to carry out a decision operation on the resultant
plane of Figure 4,1, This corresponds to the "sgn" operator of the previous
section, Any light-amplifying device with sufficient.amplification. is
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suitable, in principle, for this purpose, The only requirement is that
each cell of the amplifying array be individually capable of sensing a
light input, and producing a light output if the input exceeds a threshold
value, The last requirement is necessary 1f the output of one stage.of
the computing process is to serve as the input to a subsequent stage,

An example of a planar decision medium is photographic film,
which has been employed as the light amplifying medium in a number of
experiments, Qualitatively, photographic film may be regarded as a
light-amplifier if we consider the sequence: a) expose film to input
light Li’ b) develop, and c¢) project light source through resulting
transparency to produce light output, LO' The ratio L /Li can be extremely
large (consider, for example, a movie projector), and-?herefore power
amplification is obtained, In effect, the "contrast" behavior of ordinary
film is employed to perform a decision operation,

4,2 PARALLEL LEARNING

The above process can be regarded, in one sense, as a very large
number of experiments in parallel, That is, each small region of the
input array may be regarded as containing a sample configuration of the
local input variables, Some configurations are to be classified as 1,
others as C, Thus one can imagine presenting all 2" possible configura-
tions of n (local) input variables simultaneously on one parallel array,
In practical imagery, of course, only a small fraction of the 2" possible
input configurations will actually occur,

For a learning process involving a specified desired output for
each input configuration, we can also imagine that all of the specified
desired output values are presented simultaneously, The desired output
may therefore be regarded as a two-dimensional field of binary 1's and
0's, located in 1l:1 geometrical correspondence to the presence or absence
of the appropriate input example, The actual network output also appears
in 1:1 geometrical correspondence to the local input patterns, ‘

The rule for changing coefficients in a single-stage decision

network to guarantee convergénce to a solution, if it exists, can be
represented by
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in which
th th s B
xij = {7 variable of j configuration of input variables,:
Dj = desired network output for jth configuration, and
Aj = actual network output for jth configuration,

This formula implies a sequential presentation of input configuratioens,
j=1,2,,,,,m, When all local regions of a two-dimensional field are
regarded as individual configurations, then we can state the rule for
changing the coefficients in the following form, At each step (presen-
tation of an input field), - .

by = By (05ohy) D

in which the subscript, j, represents position (in two dimeneions) on the
field,

The crucial point to note is that (4) has precisely the same
form as (1) or (2), and can thereby be mechanized by the same optical
system as previously discussed, Note that at least two steps are involved
in the learning process, First, the coefficient values, g, are placed
at the pos1tion of the mapping mask of Figure 4,1, and the actual output
field, , is produced by performing a decision operation on the resultant
light sug The difference field, D-A, is produced by noting that for
binary decision levels it is equivalent to the "exclusive-or" function,
D(®A, and can be generated in the form DA + DA, Finally, Ag must be
formed according to (4), This is accomplished by placing (D-A) at the
position of the mapping mask of Figure 4,1,

The proof of convergence for this process is obtained by drawing
a correspondence to existing proofs, 1In one proof,” the input patterns
are regarded as vectors, X, in n-dimensional space, in which n is the number
of variables per pattern The effect of (3) is to cause the coefficient
vector, G to move a unit distance in the direction of X if the actual
output does not agree with the desired, Virtually any incrementlng scheme
which has this effect can be shown to converge, In the case of (4),
however, the movement of G in the direction X is no longer a unit distance,
but 1is dependent upon the number of times the particular configuration X,

*Appendix A, "A Magnetic Integrator for the Perceptron Program', Annual
Summary Report, Aug, 1961, Aeronutronic Div,, Ford Motor Co,, ASTIA
#AD 264227,
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appears on the input image, We may therefore regard the model as one in
which the input vectors have different lengths, and the movement of G is
proportional to that length, Diagrammatically, the two models are repre-
sented in Figure 4,2, Convergence can nevertheless be demonstrated by
noting first that IEI is still bounded (although the bound may be much
larger than in the sequential case if a large number of local patterns
on the input field are identical), Secondly, the component of G along
the solution (if it exists) is always positive, Thus G must eventually
reach a position sufficiently close to the solution, such that D = A
everywhere, : :

In order to illustrate this approach, a known linearly-separable
function was tested by hand simulation, The input field and desired output
field are presented in Figure 4,3, The function corresponds to D = 23(x2+x1),
with the variables arranged as shown in Figure 4,3, The results of
performing the operations specified previously are illustrated in Figure
4,4, The desired output is reproduced for comparison, The initial values
of the coefficients were taken to be zero, so that the first value of the
actual output field, A,(t=0), is simply zero everywhere, Successive
output fields are subsériptedﬁin Figure 4,4 in sequence, the last A.,
agreeing everywhere with the desired field and thereby terminating Zhe
process, by (4), . : ‘ .
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FIGURE 4,2, REPRESENTATION OF INPUT PATTERNS
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APPENDIX

TABLES OF GENERATION
OF
FOUR VARIABLE BOOLEAN FUNCTIONS USING THRESHOLD ELEMENTS
(Prepared by R. A. Stafford)

The accompanying tables give a compilation of means of generating
Boolean funigions of up to four variables using linear threshold elements,
There are 2 such Boolean functions, out of which 1882 require only a
single linear threshold element, 50,284 require two such elements in 1
cascade, while the reamining 13,370 require three elements (see figure 1),

A linear threshold element with inputs Al’ Ay,...,A  and output
B 1s defined as one for which there are values or weights w_,w,,...,w such
that B = sgn (w, + w Ap +,. .t W A ) where A;,...,A, each cah assume only
the two values +1 an -1,2

The constant term W, will be referred to as the
threshold weight,

: For each Boolean function f(4,,...,A,) let there be defined an
augmented function, f¥%,

T = A A A
E¥(A LA, A ) = A F(A,... A ) + A E(A),...,A),
involving an additional variable A (the symbols in this equation referring

to logical operations,) Such an aagmented function must always have the
antisymmetric property

f*(Ao""’Ah) = f*(Ao""’An)'

Conversely, every function with this antisymmetric property can be obtained
by augmenting an appropriate function of one fewer variables, In particu-
lar if f is a linear threshold function, £(A),...,A) = sgn (W +w A+
eeet WA ), then f*(A‘,Al,...,Ah) = ggn (WA + w A +,..+ wA), Mote

genera&l?, if f(Al,.,?,Ah) is generated byoaonumber of linea® Phreshold

1, These figures agree with those given by R, C, Minnick in IRE Trans, on
Electronic Computers, Vol, EC-10, March, 1961,

2, In the truth diagrams given in the tables, the +1 and -1 values are
represented by the classical Boolean symbols, 1 and O respectively,
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elements in cascade, then‘f*(Ao,A yeeesA ) 18 obtained by regarding the
threshold weight in each element as being multiﬁlied by another variable
Ao’ rather thén being constant, I

This concept can be used to define a useful kind of symmetry
relation among Boolean functions, For the purposes of this report the
functions f(Al""’An) and g(A ,n..,Ah) are said to lie in the same symmetry
class whenever their corresponéing augmented functions f*(A ’Al’f"’A )
and g*%(A ,A.,,..,A ) can be made identical by making an appropriate
transfor%atlén on the variables, A ,A.,...,A , of one of the functions,

The transformation is to be some pgfmutationn(possibly the identity) on

"the variables combined possibly with a substitution of some or all of

them by their respective complements., For example, f(Al’AZ’A3) =

A}A2 + A\A and g(Al,Az,A3) = A2(A1A3 + A1A3) belong to” the same‘symmetry‘A
class in this sense because ‘ .

= AA)D A Y = * A
f*(Ao’Al’A2’A3) = AZ(AoAl + AoAl) + AS(AOAI + AoAl) g (K3,A0,A2,A1)

The usefulness of this type of classification lies in the
following fact, If f and g bear this symmetric relation to each other
and if f is generated by some particular arrangement of linear threshold
elements, then g can also be generated by the same arrangement of elements’
and using the same sets of weights in each element except that the weights
attached to the original inputs A,,...,A and the threshold weight of each
element are to be permuted and chiqged in sign in accordance with a
transformation on A,,...,A and A which renders g* identical to f*, For
example, the f defined in Phe preSious paragraph can be generated by two
elements, X = sgn(l + A, + A,) and f(Al, ’A3) =Y = sgn(2X - 1 - A1 + Az);
or in the more compact notatIon to be tised héereafter,

A

s W B
X 1 1 0.1
Y{2 -1 -1. 1 0§ .,
Cdrrespondingly, g is generated by
X Ab A1 A2 A3.
X -1 1 0 -1

Yi2 0 -1 -1 1},

which represents a permutation and sign change on the set of weights for f

i
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in accordance with the transformation described in the previous paragraph
which rendered f* and g* identical,

Thus in a study of means of generating functions with linear
threshold elements it suffices to select only one representative from
each symmetry class, For four variables there are 83 such classes,
so the accompanying tables deal only with 83 different functions, each
a representative of one of these classes, These are expressed in the
augmented form as functions of the five variables, A, B, C, D, E, Of
these the first 7 can be generated with one element, the next 62 with
two elements, while the last 14 require three elements each,

The tables are principally devoted to enumerating, for each of
the 62 two-element functions, all possible linear threshold functions
which will serve as that in the first or auxiliary element, X (figure 1b).,
Moreover, these are grouped according to the way in which Zhe corresponding
regions in the five-dimensional weight space fit together, That is, if
a set of X-functions had the property that the set of all points
(WA’WB’WC’WD’W ) which will yield one of these given functions in X
forms a §ingle connected region” then these functions were grouped
together,

Table II gives a listing for each of the 62 two-element functions

of weight values for each acceptable X-function except for those cases

which can be derived from listed weights by an appropriate transformation

as described in the later paragraphs, Also listed together with each of
these is a set of weights (usually the smallest integral values that can

be found) which will serve for the Y element, (In general, for a given
X-function, a number of Y-functions are possible, but only one is listed.)
The small letters indicate the groupings mentioned in the previous paragraph,

3, The number of such symmetry classes increases very rapidly as the
number of variables increases, as indicated by the chart:

No. of variables |1 2 1 3} 4 5
No. of classes 11 31 7183]109,950

4, These tables were developed in connection with a study of constructing
cascaded-element networks with variable weights which after a period of
learning are to be capable of automatically assuming values which will
render the output a certain desired function of the inputs,

5. More precisely, if weights can be varied continuously while the truth
table changes one entry at a time while changing from one X-function
to another, then these are grouped together.

-56-

Gy

o




R

_

it::‘ | S

=%

— == 55

e

-

| S S BN

‘{____,'

T i Company

AERONUTRONIC DIVISION

Table I gives for each group listed in Table II a single truth
diagram for the X-functions of the group, This diagram contains entries
only where all these functions are in agreement, Also a truth diagram
for Y-functions is given for each such group, It contains only entries
that are common to all Y-functions which will generate the desired function
when used with one of the X-functions of the group,

If a transformation (permutation and complement change) of the
variables A,B,C,D,E leaves the desired function unchanged, then any
acceptable X-function (i,e,, one which serves to generate the desired
function) can be subjected to this transformation without impairing its
acceptability, For economy of space, Tables I and II contain only one
version of any set of X-functions which can be obtained, one from another,
by such transformations leaving the desired function invariant, Thus,

in the example for f(A ) given above, the transformation
(A A LA, LA ) (A o,A3,A ) ?eaves f invariant but produces a different X
than % glven T 4 0) ther X-functions could be obtained from such

transformation on the given X-function. Of these four only one will
appear in the tables,

A second saving in space is made by listing in the tables only
X-functions which require a positive weight on their input to Y, (This
weight and all those of X can always be reversed in sign without changing
the output of Y,) However, the numbers in Table I indicating the number
of acceptable X-funcitions possible for the desired function do include
both kinds,

Table I also includes a single generation of each one-element
or three-element function, No attempt is made to find all X,Y pairs
possible for three-element functions due to their enormous number,

Table I is best explained by using the previous f again as an
example, It is of the type of function number 15, £(A,B,C,D,E) =
A(CD + CD) + B(CD + CD), The truth diagram for this as indicated at

6. It turned out that in each of the 62 cases any linear threshold
function which agreed with a partial X-truth diagram in Table I
belonged to that corresponding group, Another fact observed was
that the partial truth diagrams for Y in Table I could always be
filled in with 0's on the right side (X=1) and 1's on the left
side, and the resulting function would serve for all X-functions
in that group.
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the top of the page is arranged:

0011 D

0101 E
000 [0000
001 {0000
010 {0011}
011 1100
ABC

£(A,B,C,D,E) = £(A,B,C,D,E).’ There are 160 distinct linear threshold
functions (the number in parenthesis above the truth diagram) which will
serve for X, All the 20 threshold functions which agree with the partial .
diagram - : ’ -

0011 D
0101 E
. 000 ?
001 |
010 |00 11]
011 {1111}
ABC

will serve for X and their corresponding w-regions are connected, All
suitable Y-functions for members of this group agree with the diagram:

0000 1111 X
0011 0011 D
0101 0101 E
000 (0000, '
001 ooool
010 10000/2111
011 '0000/1100
ABC

To the right of these diagrams appears one (usually involving the
smallest integral weights) X,Y combination of weights selected from the
group. There are 8 (number to the left of the diagrams) such groups,
all of which can be obtained from one another by transformations which

7. Note again the use of 1 and O in the truth diagrams rather than +1 and -1,

J
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leave £ invariant or by reversal of sign of all X-weights, The expression

(240)

means the following. In the full truth diagram for f, half the difference
between the number of 1 entries for A = 1 and the number of 1 entries

for A = 0 (or what is the same thing, the number of 1 entries for A =1
minus 8) equals 4, Similarly these quantities for B,C,D,E are 4,0,0,0,
respectively, The brackets EO] indicate that f is 1nvarlant when E is
replaced by E (i.e,, independent of E), The parentheses (0 0) signify

that £ is invariant of an interchange between C and D, The expressions

(C » E, D D) and (A « B, C« C) indicate two other transformations with
respect to which f is invariant, All other transformations leaving f
unchanged can be obtained by combining those just given, The g240) means
that there are 240 members of this symmetry class, and hence 2°,5!/240 = 16
transformations leaving f invariant (including the identity transformation),
Finally the X,Y weight combination to the top right of the page is usually
one of the simplest (smallest sum of weights) which generate the desired
function, -

The page entitled "Function Index" is an aid for identifying
arbitrary functions with one of those listed, For example, the knowledge
that g given earlier has the following counts defined in the above para-
graph,

means that it can only be type 15 or 16, Showing that brackets and
parentheses can be added (that is A and A, are interchangeable, and g
is independent of A,) means that it can oniy be of type 15 and nearly
tells what the requ?red correspondence of variables is, In this index
parentheses and brackets are left out when the counts themselves suffice
to identify the function, (Note: when the count of a variable is
negative the complement of that variable is to correspond with one of
the letters A,B,C,D,E with that same count, However, when the count is
zero, either the variable or its complement may correspond to one of
these five variables with a zero count - both possibilities must be
considered in trying to reach an identification,)

-59-




Ford fptorGompany,

AERONUTRONIC DIVISION

TABLE 1

mio

ol =] (=] (=] 5] L
ajo Aalo Al aj- Al ale
ojo} [S102 Ofet [&] EC] O~ O
mjo =t Ml -1 L] =103 ]~
<]~ <] <~ <jen <oy <ln
~ ~ ~ ~ ~ ~
o Q. o~ =} =] o
— (2] ) o~ o~ -3
~ o ~ (3] o 4
A A A4
my o ~ ——a -~ ~
m o ] m N m o 1o ] -
s [} —
- o —~
ao a an A~ (=¥ ] (=]
— . .
Y ~~
Vo (SR (S [S 3 N% O~ O~
rcl._ A
~—1 .‘ ~~
mo M @ o m o m 3 o0 -
— St A
¢ 00 < < ¢ © < <~
A4 et A
cocoo coom O - coom~ cCo - coom
coocoo o0 O - O C O [aNaNaR] looo -~ [eNoN-N-]
cooo (=N NN oo o~ cooo [~ XN [N NN}
cooco QOO coo0oo coooco Sodoo0 SO O O
- ~ Y < n )

-60-




E (960)

D

- C

S e 22

R S LT

AERONUTRONIC DIVISION

0 ™ )
. ()] O
et == et = — i —
L] L] ] ) (] '
(10 Aalo ~| - O - afr -l - - - -
! B 1 ’ 13
ol Ol- o - O ol @ — O o~
mea] <l © ~ o R I — — -
54 b i % D T
A ~
Q o
- @ .
o ~F
A S
-t o m o
- o vy
= ° ~i]. -l
) 8 NS~ - [~ N =]
~ [~1]::] - AN -t -
~ N 2 ] — .)_E — — '
) CZCE . own ¢ . H
A ] coo T ™ cooocollocoocooo .-
. & - = .
o M mem oo~ m A cooollocooco
: $ s cooo ; $ cooollodco~
) <3 << [=X-¥-3) RV -] coobdojjoooo
N Nt - L >4 ~ . .,
(==X 2 |lee~~ © | g |eeol ~ -
cooH © looon~ i 3 |[eoconl - o
[~ XN -N-) ~ loooo ol ~ jloooof o of’
) ~ ~ ~
~ [ ] ~ 3 ~ &
L) A L] ~ -3 ~r
© o

g e e R PRt %+ v S




e ot Gompany,

AERONUTRONIC DIVISION

i =t

(=

(=]

- o

- O

X A B C DE

>4 >

E (480)

3 1

D
(A=C, B+D)

B C

A
(€]

(384)

10,

3) (3

”~~ ~~
— ~
la) I
St .’
i =t —t -
] LN
O O -t
O -t O
- . -~ O
L]
- o - O
o~ o~
— ot - - o~
— o - — =
-4 L
- —i
comrmloco
o OO O - O |
[=X=N=%"1 8 [ NeN-¥'
o0 OoOOQoO||looco o
oo O
— o oo
=} —
(=} =
~ ~~
0 NJ
~ ~ el
o

(272)

11,

~ ~ ~ ~
o~ (=] o ~N
[} = ~ vl
A A S’ S
- O & =) [S=] NN
(=] LR ] —t et — - — = - -

1 1 1 1 [}

1 ] ) [} 1
m|o — -~ - o - - - e ]
<jNn © (=2 ~N O o~ o o~
> ™~ o~ o~ (s} o~

”~~
o
~
o
(]
o
_— - . . .
— -l - —t - -
~ — -~ — - O
[= IR i
- O — — - —
o - — e o O
© S | _°°
S
COCOQOOQO]|IC0CO—H|lOOCOOJIIOOCO
Mmoo cocood|lloco-|locoolloocoo o
cocoo|l|lcooco]ljloo~o|jloococ o
< cocooQoljloodoo||locooj|locooO
cocoH (=R [N =] o~ [N~
OO~ [« 3] (o N o] (3] =t
o0 ~0O — - o [N} -~ O
0000_ — o [N e ~—
~ ~ ~ ~
~F o~ o~ o~
”~~ A ~ N ”~~ A ”~~ A d
L] L (3] o

-62-




~~ ”~~ ”~~
on [=) ~
~ ~ -
[ ] | — )
] t L L}
o) — — - - — g
L] L] [} [}
O vt o~ - — e - =l
[ ] [ L} 1
mln © o~ N O - o
<|O ] o~ — -
) o~ o~ ]
> >4 : :
~~
- Q
S
Y-
o’
”~~
] e
X — - -~ | - o
-~ - o = )
(=
- - [ o -t -
o oo — -
O~ ‘
- B .
CO-HOQOIIOOCOO]|lOCOOO
m o cooojllocoo]loocooco
COOQ||IO0COQO]|loC OO
< wn cooo||ldocooo]|looo o}
> & co~Oo oo o -
Iy w'm/ o o o =i (=] — o~
2 3 |oco~ O - — — o~
W v [oooo i - - o o}
W ~~ ”~~ ”~~
& O o~ o~
[ ~ ~/ ~ e ~ ~
5 L) a- [3)
z .
~
8 —
w
«

”~~ ”~~
o~ o
4 o~
- _ A A
Eld. NN l.n._
[}
(=1 L ] — — -
[} ] L]
Ot = -l - - -4
L L ]
Mo ~ -t O (=3
<N © o~ ~N O
o L) e
L -
~
o
& o
M. AL
~ M-
L~2N .
mo 4. 7
R - -l L
® T
) . OO — -
Qo -
(=] — - s ke
$ - O - (X
- ™
me.,D Ay
: coool|loocoof L
.- R
m o~ coocool|loo oo
$ coocoojjoooo
AAGMw ocooojloo~o
coow~ o~ o~
3 cooo — o o
N |eeco oo [-N-" o8
~v Joo=oO - - o Ol
) ”~~ ”~~
o~ ~r
~ -t ”~~ A
@ o~ )
- .
-
I S SO | d




”~~ ~~ ”~~
r=) o~ o~
~N - -
e’ N’ A
[} rp— — GG —
[} ] ) [}
(=] L] -t - — -t - -
L] ] 3 )
Ofen — o - N ~N o
1 ) [ ] )
Rt - o'~ o~ — -
<jt © ~N O — - ~N O
%l o Ga) L) o
> > . . .
~~
=}
O
(=23 7~
~ _E
”~~ \
mo-$ )
-t = — — vt vt
[= W =S
L - — o~ — -
$ — — — - -t
nu7.D - R
) CoOoOH|locom|lOOOCO
- ~
m -3 m coco~||lococo|jloco o
$ coor|locoH|loooo
AAlunw codooljlcooolloco~O
w coo - oo oo o
» 5 |oeeeo- oo - o~
2 9 [N =N (=X oo o~
M ~ OO ~HO - o - o [~ =]
& ) © )
= ~ e ”~~ e ”~~ Aed
= L £ 3]
2z .
~
] -
IS <
4

(160)

15,

(20) .

mjo o X~
(=1 ] =
[} )
Ot — ]
H )
mlj— © -~ O
i 2_.
> ’
”~~
Qo
3
~
A g
wm'c' .
o - O
~ -~ O
A O A~
[[=) (&) — -t
$ ¢ — -
(SN e) -
~ao
[eNoNeNe]
-
MmO @ cocoo
3 cooo
<+ O < cocooo
~
co~o — -
co~o — -
cCoOo~ o .
OO O (-]
~
(A
~~ S’
©

(136)

16,

~
~.
-
N A d
et - =
[ ] [ ]
(=1 L] -1 -
) 1
Ofe=t = ) =4
' ol
m|o ~ o
<jlo —~ (=]
E] ) o~
b >
”~~
o
0
A d
~ .
K)o
— -
i -t
A O A~
$ s o oA
0o . -
~ Q=
OO~
P~ e . -
m IO O [~ N-N-N-
4 [~ R=-N-N-]
<4< OO OO CO
o N Nt ‘ e
co O~ [N =
comsOo - O
OO ~O0O ~ O
oo~ —
~~
[
~ ~
)

-64-




(120)

AERONUTRONIC DIVISION
17.

ey R R o Bt T o T TS TR

S T 1 R LR S

”~~ ”~~ ”~~

~F ”~ . ~ ~ wy |

- 00 - n v =

m|o ~ o ZJ 0.14 — aw = R ~
L} B 1 ]

ajlo ~ ’ - O - O o~ O~ N~ Al - -
[} ) [ ]

Ot vt — - — - - et -t el Ot =t e
L 4 1) 1 1} [ ] ] ]

[ ) o~ - — o — - - ml~ o B N-]

L [} 1 ) [} [}

<]~ O O - o - - O - o 43 <]l o ™~ O

»l__™ o~ ~ 3] faa) o~ L o~ o~

> > y - i ] E ) —

”~~

~ o |

.o o .

V-3 N

ON - -

A4 A

B~ . ) i mno .

D. OO0~ A A A =[O0 O D\I -
Q\ - o - ot =) o -~ O O O ~4 N — -4
~ =] — cooo O~ A

[N : S, =} e oN : - I
. cooollooco~|loooA|lrooo|locoo ~ OO - '

|~ cooo|lvoCojjlooo~|locod|jooco m o [N -N-¥-)
A d ~ 3

. cocoolloocor|locoHjocooo]|locoo O . (=N =-N-N.1

< <3 ocooojlloococoljloocoojjoocooojjloococ o < oo0o0o
—~O O~ MO A OO0OOI~-OoOOOIIOOOH~=OOO Or-Om . JIOOCOO
coco~ Ol | | et et -t coo||locooH |-~ cCoOoHO OO

_ , ”~~
ooom O = [oN-N] COOIIO0 O | {rd i % [~ NN o o
cooo A of o — ot - loocoo~ -
~~ ~~ ~~ ~~ ”~~ ’ ”~~
5 3 ~N o~ o~ o~
~~ - ~ A ~ A d ~ A PN A d ”~~ A d
() - [3) L) ) o
.
. 0
(]

s mebie | am e e i e Bt o s ek it o AN

g i




Ford flgtorBompany,

AERONUTRONIC DIVISION

- - trr. it PR b o el o paimmt bvewmeme - 4
-] n "y ) ) - -t
— — = ~N = & [ - = == — a1
1 ] Lo ) 1 [ ' 1
o o~ - — =t At = - = - - LR ]
' [ | ] ' 1 [ ]
NN N~ -t — -t O =t o~ — - i -
] ] [} 1 ] [} 1 ]
(=] - O - O ™~ M=t o~ — ot - -t
] ] ] ) [}
— — o~ o™~ <l O —t ™ - -
' [ [
~ ™ o~ o~ 54 ~t ~ o~ S
. e .
”~~
o
O
-
Nt
—— - —~ ~~ B
N =N
A A AR OH OO H[ O~ A AR |OA AN O
- - OO HA- OO a O A|CO O | | -t~
. ~ i
— - — et OoO-Hl|lOOC O~ CO|OCO0 OOt~
— . ) O« . )
cocoollocoo|lococodljloco~ o-oo|llocoo]loooo
oo-~o|l|locoooj|lodooj|jlococ o BQ\ coocoo|l|locooj|looco0o o
oooo]lloocoooj|jloocoo]ljloooc o OoOoOQO|joooo|]|jloooc O
QCQOOQ]IOCOQ|COCOO0} OO0 O < & odoojjloocoo]|jlocod
~
o
..m... OmOmlo~OmllmM~—~Nlld~O0O OO comollrmollo~
m o000 — oo~ —o o0 O O]~~~ ~H[lOOCO ™
_ ~~
w - oo oCOo||r— -]~ — o O OO O~ Ot~ ~]OOCO ™
. ~ - .
~ O~ O~ o] [ - - ~ QOO0 ]t -~ OO O Of
~ ~ ~ ~ ~ ~ ~
~ o~ ~N o~ 2] o~ o~
~~ o ”~~ A ”~~ St ~ o ~ S’ ”~~ A ”~~ A
- (3] -1 Q L £O (3]
[} . o\
-t -

Wik Suaninmnid [

. -66-




e v W

4

gif .

AERONUTRONIC DIVISION

”~~ ”~~ ”~~ - ”~~ ~~
1) - " ) [}
pelf et =t — J & N J.u..l
L} L} ) )
Aoy o4} oo~ o N — — o~
[ ] . [] 1 ] 1 ] [
Ot = - [ 4 43 ool . — ~t]
) .
miey © ~N O N — - -t ~N O
[}
<l N — o~ QZﬂ 42 o o =)
[ [] ] ]
L] B} e Lg] [3g] 3 o
be -
~~
[=]
o~
o
=]
o
[ R 7
rd el = A O AR IO O AIOCO Ot rd i =
T Mmoo~ - - —
0O -t~ )
o) ~OoO[oOR O[O0 A]O O ] et =t
$ cdooollococo-|lo~o~ — -
0o A ) _ .
a oo coodllooo ooooj|loo o
Mmoo cocooofjfccor|locco-flocoollocoe
3 coocool|lloccoAlocoo|jloooco|jlo~mo ~
< o M cooolloccoojjlococojlocoojjlooo o
A4 - N - - A - iz b . - ——
OO~ o NeoNe) HOOOQO||HO ~ -~ ~NOOC O
OO~ OO~ O O ~O0 O~ O i~
M/.} O =i O i ] A A O] A A A~ -~~loCcOCO
™~ _ _
~ JoOoOO g | L R = omnolloocod||looco o
. ~ ~ ~ ~ ~
3 ) ~ ~ 3
”~ - ”~~ hd ”~~ A d ~~ ~ ~ ~r
) 0 [3) © o
o
o~

-

~
4
(S| [ =T}
] [ ]
alr - — -
13 [ ]
(& E ] —
[] ]
At =t N m
. 1
]
> <
P -
~~
”~~ —E
[=) $
-]
~ ]
Mmool }
0 el O w4
- OO
RoA [ =N -]
-
© _
-0 O
vo t .
(] [eReoNaNo)
-
molm- [=N~-N-N-)
A4
$ [X-R-¥.]
<om 0000
haedl R e et e
OO0 O~ OO
PR A OO - -
2 ocoooQ OO
~ moo0O — O =t
‘)
1)
~ al
o ~r
.
-
™

©-67-

ot By bl S, 4 un 1T




-68~

(continued)

AERONUTRONIC DIVISION
21,

Tord fotorGompany,

~~ ”~~ ”~~ ~~ ”~~ ~~ ~ ”~
- - - Wy o ~N -4 \n
NN 11.4 i — = — = = N — = O =1
) 3 t ) ] 1] ) ]
NN -] al— —f - — - N~ — = — — -
) ' [ [ [ [ ' ' [}
- - ol ~ ~ o~ o -~ — o -~ 19%
i s . [ ’ ' ' [ ' )
Ao - M= N o~ - - - o -~ -~ L
] L} ) ] 3 ) ) 1 (]
n i | <l o ~ - o o~ &N o3 OZL
1 L]
" < o < Bl n ) ) )
. - < o . - . .
~~
(=]
O
o
A
et ] [ - - e -OlloArARlOAAA[JOAAAOA A A ]E A ey
- OO [ aw — e —e-HHloooHlOCcOHlOOO - X=X
O O - - ~ — - — —-llO0O0 - O =
—_o ool oo — — ~arljlocoo OO~ O™
oooo||locoooo ' cocooo|lloocooo|lloooolloocooljloooo]|lo~o O
QO OoOojjloc OO Mo cocoojllovoorloocooljoooco oo ooofl|loo oo
A g
QOO0 |loo0 O cooolloocoAljlocoAH|loocoA||locoOj|lOCOO
coool|~o oo < cooolloocooAjlooo~|lOOCOOj|lOOCOO COoO0O
comrHl]loocOO oo O~ QOO OO O| ]ttt ] | ] O~
”~~ _
OCOoOMAHI|IOOCOO V.m OO~ OOO= [oNeNo] [eNoN= QO O|[mt e~ Q i v
- OOOO v |looo -~ [eNeNaRo) [= NN ool A A lHA =~ O
~~
o ~~ ~ ~ ~ ~~ ”~ ”~
~ & ~ 5 ~ o~ ~ o~ ~ ~ ~ 3 ~ o~ ~ 3
£ A o A4 o ~ - - [4) ~ -] ~ [ 1] L4 N ~
o~
~




~ ~ L~ ~ ~ ~ g
™ o~ -l (4] wy -
miO ~t - S A...Z. =) et — gy —
. . ' ] ]
aljlo ~ ’ - - o o~ et~ i - —
R L} [} L}
O~ vl =t .11 vt vl Ofvrd =i — - L I ] —t
4 1} ] 4 L] ] | L ]
) — .ﬂ..l. — l.ﬂ. Q- © - O S — o~ N
] ) 1
Qled o - - — = <l O -t o (= ] o~ ™~
' [ ' 1 [} )
E R 5 o~ o~ e > 2; ~ o) o~
% > N : 5P = ‘ x
”~~ ”~~
[=) (=)
~ C N
. ™ -
A4 .
[ - . - - =)
L ~Arlloco Al A~ =t o~olloo ~m
A~ Ot - .
~ oo o |- A~ - O - ~-“~~lloco~ ]
o . °Z . — : $
cconloooAlwo0o0 e ororl|locooojlooo~ '
Mmoo cocon|locoodlloocoo m o ocoocoocolloooco]jloo oo ’
- coocorlloocoonqlloo oo . ocoooojloo~ol|lo o OO
Anw cooAqdloocodlloco o R Ly "looocollococol|loe oo}
z —oo~ HOOoOo||lHocoo|jlcoOH . o~oOH cocoo|lloron ~~0O0| .
@ OO0 O~ cooollr~m~Hlloo O] e NN O~O A A~ O]
= ~ ~ N
> o [=X-X-%= oo o cocollcoo~ Q [eomof omollocoo|lw-~o0
o ~ loocom Socolltmemmlooco] - |Jooco~ —_— oY | [
z - .
o ~ ~ ~ ~ ~ ~
ﬁ ~ 0 ~ 3 ~ ~ ~ O ~
b= < A 0 - Q -’ o ~ L o [5) ~
. .
3 ) <
-4 ~ ~
w
.-

lil'lliiliimizmi@j}ﬁﬁ

ok resediapar rnE s - P e e e

# ﬁighxs%wﬁw«a?;‘ma O R seow . .. \‘



E (960)

D

c

T oy et ad

(50)

”~~ ”~~ ~~ ~~ ”~~ ”~~ ”~~
~ — ) o~ — %) ~
]t — N = N — =g NS Znﬁ najen — N~
] [ ’ [ ' 1 ) ] [
(=1 ] o~ NN - - - o~ N N - Al — o~
1 1] 1 [ 8 [} + ) L]
Y
Oy H — - - N = Xy - — - ol-~ o - o
L] ] ) [} ] [} 1
M vl "~ - - N~ o v — -y ] et — N O
' [ ' ] [ [ ]
<] O - o -~ [y K=} o™ e R — - <len — v -t
) [ [ '
>4 (28] & wy 3] ™ ™ [\a} >4 [52] o~
> > ) ‘ ; - LT T
~
=)
~
o
-
A d
~ - N - . - - ”~~
[y - - - m o
—HOoO||lrHoocO||l- Al O] —-— — - -,
- At O] Al loOrOoO ]|l O~ |lOSC O~ ao [aNeoNeNal
~ et O]l Ao OH OO H] [ - ~ —
~ - ] - o] |o o ollooc ool ] . — -]
- . - O~ I, -nlv
cocooo|llocoo||l~ooo]lcooollocodo]loco o coood] i
2 ocoocooljloocoollocoo]loooo]|locooo]|loocoo m o oo o0oo
cooollooool|locooljoocoo]locoollooo~ [~NeNoN-]
a} coocoo|llococoojloocod|dcooco]jlocoo]|loco o < o OO O O
~ocoo oAl mlloccollrmo~ollrnoooll~ooof O~ -
OO~ corrljoooH|locCOoOm]||[~1OA A A At == QOO OlH -~
[eNeNaR_ ComrdllocooRllooOoH||lHOAHlINA~~lOC OO NH cooolloo ool
[~ R =N-Ne} OO oOljoo oo, B L e e R ] (=} ~ OO0 ~m~ — -
”~~ ”~~ ”~~ ~~ ”~~ ”~~ ”~~
~ & ~ o~ ~ o~ ~ ~F ~ o~ ~ & ~ 3
o ~ N ot Q ~ o ~ 1] A w ~r L] ~r

Ford,

AERONUTRONIC DIVISION

25,

26,




~ o~ ~ ) ~ o~
Gl [ ] pa|— — [ =) =
[} ] [} 1 [} ) v
] o~ — IR B [~1 — ] —
] ) L} ] ) 1] [}
o — o - o wlo ~ o - o~ O -t
-~ - M~ —t - et © - o N ™ -~ O
) )
I ) - - o ) AZJ. 1..2. — o o~ =
' 1 [ ] ] [ ]
<, Zt = E () ) ) o
>
~~
- O
\0
-
— - o = .o HA-H OO~ ~ —
e ] O O e i)t Ao cooolloo~—HlHA—A A~
] |0 Ot ]|t - o - O PRSI |} R R a
. . — [S XK ] . N ...l.
or-dlloo~Allocoo]’ N -] - loocoocollooocoljcoo do )
- _ hed _ B
[=NeoNoNe] 0000,0000 maN QO [=NeoNola]lleNoNolNel (oo NoRo)
coooo||looocoljjleo0 o 4 cocoolloocoojloococo
[oN-NoNalll[oNeNalN-] Bl N-1_F_|3 A)%@ cooolloooH|lero~
*
~
)
. W . : . : [OOSR RS
@ M ooooQl|l~~oollocooc o o000l |HAmMHll—-OoOl|loo ool
p=4 . . _ ~~ B
> w cocooljmr-oojjlooo o w ococoo coooljnH-oolloo oo
w( Al AAlloco o <~ |omoA - ~oojlcosc e
2 l | . l . i - e v e e
m ”~~ ~~ ”~~ ”~ ~~ ”~~
- ”~ o~ ”~ o~ ~~ ~N ~ [+ o] ~ ~ ~ ~F
= £O ~ 3] ~r o ~ o N L0 ~ 3] ~r
z : .
e ~
[o]
/m_n ~ ~
. w
<

o N

.. D R R
gmtﬁw!.ui.«rvwi}...x.;.:.«.(,w:su.s}.:,.mgz;.i:f., B e e o R & R . . R o , 3



| NN I W ™ e R SRR BRI S

Tra fptorGompany,

AERONUTRONIC DIVISION

(40)

28,

E (19&0)

st d e

iy st o oyl
o8 [2) [3) —t ) [2) -t
St . A g N’ A S
Al — N — = == — = — — =
(] [] ) Wl ) 1 E 3 1
alo ~ O - - o o~ o o o~ — -
[ i :
Ol & -~ N~ - IR s i BN ~ -
' 1 1 ) 1 ] ] [}
m— -~ 21.. o~ e 42 -~ 1..2 N~
[} ) 1 3 )
<Cfo =t - N - N - o r-t N o~ o~ e
[} ] ) 1 [} 1 ) 1]
T ~3 ™ 3 [2¢] 3 < <
M >
OO OO |t OO || ] ] ] | -
a A ] [~ A O || A O] HA A A A ] et A ] e -
o~ ) .
[~NeNNTl - O SO DOOHIOO0OOH ] -
Cﬂ.; — - —_ O ——oolloco~l[loooc o ] fd
cocollcococoljcooollocco~loco~]llocor|loooco
Bn.\ coooHloocooco]ljoocooooj|looo | |locoR||lOOCO MO OO
cooo|jooocoljloocoollocooljoooco]ljooo OO OO
< <3 coocoojjlooodoo]|locoojjocoo|joocooj|loocooj|locoo O
QOO A AT OO A OO H[HOOO||OCOO||[OCO OO0 O~
- OO ~ooOo||lHoAm||lHOoOHH]|lHOoOCO]|mOoOO|lrOoOOCO]lCOCO ~
oo~ — et O vt - O ed | = o = e A= O OO0 O
[eN-NeoRol [eNeRe o ~O0 O rdf Jt =t =t O] |t = =t = cool|lodo o
~ o~ ~ g ~ ~F ~ ~N ~ (3] ~ o~ ~ o~
o ~ . N (3] ~ -} ~’ ] r Yy ~ 5] ~

-72<




~ ~~ ~ ~ ~ ~
- o~ = ~ o~ o~
_ o’ N o’ A4 A4 A4
(5] ) Galal ml—- o ™ —
[ ] ] 1 )
Ao~ ~ ot N Al - - X - - -
1 1 [} ) L} ) ) i
Ol e~ .7..2 ol S o = — - -
[} [} )
Ml o 42 30% Bd.l — o —t L2 35\ -
L] [} L} ] [}
<l .u.3 1..3 A3..u -~ -~ -~ o =t
' ' ) ' [
Nl &t =1 L] ) L) e} el @
56 > : " >4 B = K
. O - Q
@ - T ¢
~F - ND K
A d St
By vd . - g Y vt N " S
. N ° 11111101 : .‘ ., e I e e N L R I ] B E e R [ o Qe quu g |
coodllo~oo P (O O O it} fet =l =t el | =t © ] fomt i~ =
~ ] O ot i o -t Do At A A [ O O Of [t © Of [rd =t vt
o~ 3 JoooHl| moo cooo o oo QO] - :
CIC ) - [& 2] . . i n
] ccorllodoo S - coomlocoglococojjloco~ '
S ‘ )i ]
BH.\D cooolloooo BH.\ CoOoOojloocoofjloocoo]loco - ’
$ cooollooco o} . : cooollocoocoljlooco]|jlooc oo
AS@ oo ooljlecoocol . .AS ,0.000 ooO0OJojjloocoo 000.0
M - O O~ —HOOQIOCO . CoOoH 00O J[OO0OC 0011 coc o9
& [=N NN - Ol | - i coord [rrrmlood Moo ~«|looc oo
> IW [=ReNeNal k=R =A-10 (-N-X_N-] nﬂ HOO0O®] (MoOoO]|lHdtr|lHOo-HIF OO O
e ~ OO~ e HH ] O ~ OO0 |t o~ O~ = [-X-¥-18
z ~ .
[¢] ~ O ~ ~ ~ ”~~
m ~ [} ~ -t ~ o~ ~ O ~ 0 ”~~ o~
5 o A - A < ~ £ ~ Q ~ - ) -
. .
3 & o .
& o~ ']
w
N«

l'i!lii!!ﬁﬁﬁﬂﬂﬁﬁﬁﬁﬁﬂu

P

AR aA

g SELHE W

BN TS ik SIS O VRIS

g!ﬁf.&;w{ sans gy v i a el say



|

Foret fgtorGompamy.

AERONUTRONIC DIVISION

— -
= e e
L B I ]
— ot o et

OCOOO
[N Nale]
— O OO0
[= NN N

coor
[~NoNoNol
COO0OO

(continued)

[eNoN-N_])

e)
(2)

30,

(32)

31,

~~ ~~
~ ‘o3
§ S e
BN =t [N N i
L] ) [}
Ao — o~ Bal5 ]
[ [ v
Ofen | N -]
] ) '
afet =t — - N~
) ) [}
|~ N — — &N
1 ) ]
e o 3]
> )
”~~
(=4
r-3
o .
?
N N .
M oim ‘
' COO|loO
’ Ormrl|lOC O~
Aom
/\D: o~ o
12 e ] i =R AR
o« #
a cooolloooco
-
Mmoo ocooolloocooco
$ cocoollocoo -
A/...m.n\ cocoollocooco
OO ] - O
Qoo — O A - ]
OO0 O~ — O~ coo
oO-OO o~oo|lROoO
~ ~
~ ~3 ~ R
o ~ . ~r

(32)

32,

~ ~
) —
A A4
)~ — — = [w =
) ) "y
Aala N~ ZJ.
) [

Ol - o~ - o
[} ] L
mjeN — o~ ™ ~N ™
) ) [}

Ll — @

L]
sl i, <
>
o
o~
o
—
N’
Mo )
) - looO
AEAEOO O .
A O~
{m COoOrH OO ™
$ oA Alo -
CZE 8 -
cocoHl|looco oo
-
Mmoo O OCO0OOHOOOO
$ coodlloocooo
Ah@ cooocolloocooo
oo O O O]
oo o O 0Ol -t~
oco~HO AA A A~ O
o~O0O0o A OOl|lH~0O0O
~ ”~~
~ ~ ~ 3
] ' -1 ~

-4




AERONUTRONIC DIVISION

(continued)

32,

”~~ ”~~
- o
A4 .(
¥ ’
o~ o~ o~ o)
' )
™o~ - o
' )
o~ o 4
' '
Ll | -
v -~
— ot -
— - — O~
OO -~
— e Of frt -
[~NeNoNo] i (e N-NaNe]
[=NeNoNolleNoleNe]
coooo||locooc o
OCO0OoOQo||lo~0O0 0
OO~ o -
cooo~ O
Orrrdlloo-=oO
o~Oml|loob O
~~ ~~
~ 3 ~ ~r
3] ~’ ° ~

(28)

”~~ ~~ ”~~
< — ~
. A4 o’ A4
mjo o 55 =X=] [=XK=]
al— —~ - — -t - e
] [} R ]
Ofrt =i - - - ]
] [} [} ]
f-o] L ] o~ = vt =
1 [} (] ]
<O ~ [ I =] NN (=R ]
i )
i@ 2_ N [a]
[l - -
~~
o
o~
e}
~
~— .
- =4
[net? A O~ -] ]~ ~O
o~
OO0 ]| H
O[O0 O ™[ —t vt
O~ "
. O-HOOl|loooo||looo O
Bm.\ o—~oollocoojloooo
cooolloocoo]ljloco o
< o~ Ocoo||loocooo]|looo b
O ~HO COrOl|lr A O |0~~~
OO COrHOlld~o]|lo—tm =
OO O Orr|lHremlooOo -]
QOO O~
~ ~ ~
~ 0 ~ o~ ~ o~
o ~ e ' [4) -

33,

(24)

34,

e

”~~
3
S
[S1 TN N
] ]
al- o 21..
)
olo ~ - o
mjo ~ - o
et —t -l
' '
o I | N
e >
—
o
©
~T
A
”~~ -
=Ho [~
-
R [oN-N-Na1
(= K= .
~im — et -t
o~ % -
CZE
cooo
-~ _
m A cooco0oo
A d
$ cocooo
LRS- [=N-N-N.]t
A4 -
O - — -
[=Ne =] — -
o000 loooo
(= N ] — e e
”~~
~ ~r
o ~

-75-

e nam peTea e




AERONUTRONIC DIVISION

(continued)

34,

_B (2)

01
1 -2

o~

L ]

(24)

35,

U U JUvESa—— [E——— e——
o~ — o~ o - o~
o A g S N ( S’
(=] B S — = — ) = —_
) t ' ] [} [} v
(=1 ] ™~ — — — ot o~ o~ ot - -
1 t ' ' [ 1 [
Oy — N o~ NGl o~ 1..2 ]
[} [ [ [ 1 []
mjen © L ] M m N O ~ - [« 3 ~N O
. [
A3.|.. - NN ol o~ 24 31...
] ] 1 [}
wl__™ < (g} [} 4 [a} 2
> > ] ] ]
”~~
o
~
o
-
A
~ o —— i -
= — -
A0 A~ oA Al A A A A A A A A
a —Ho~mlloo~A]loro ||l O =] ]|H AN ]|H
~
~ —oArllocoor Ao O Al A== A A S A A A~
o - - oo~ O o~ jJo O = A~ A — -
- - — ] - -
cooco]lco~olloocooo]jocoo|l|locooo|jHo~0O
m e cooollocoooovo]loocoo||locoo||looco ~ [=NeNaNa-)
coocollocooo]jlovooo||locoH|locOoH||OCOOCO
<o oocooollooocolloocooojjoocooo]|locoHAl|lco OO
. ) 0
OO oHOMllHAOm||mOoOAAHjlHAA~]OOCOO||OOCO~
coo~ OrMOd|l~~oH|]lO~m|OCOCO||lOoCOO||[COO A
OO O o O+~ O~ el B el H [=E=E=X=]} [=] O -
~ ~N ~ ~N ~ o~ ~ 5 ~ (3] ~ ~N
[ ~ D ~ (3] A4 e ot .1 - L o

.76~




r'4
Q
@
2
o]
Q
z
o
4
=
2
Zz
[o]
@
W
<

(24)

E (326)

~~
~
_ 4
(5] K ﬂ..
)
Aoy ~ o
[} '
O w 34
)
et — e
1] 1
<= - -
' L]
] [3) ZL
E )
~~ _ -
-
et
QO
Q-
O -~
: QOO
(S D
A 4
OO0
~~
[- W) [=NoNollo]
OO OO
< cooco
S
O ~=O OO0
OO~ O~
~~
OO0 O~ - O m
OO ~O — - ~
”~~
~ O
] A4
™~
e

36,

~ ~ ”~ ~
— ~ o~ -
A4 ~’ et '
[ ] =] GO — =~
[} ] ) [} -ﬁ
et = — - o v — —t -t =4
[ ] ] ] ' ]
Ofr=d -t - ™ N — 11..%
) ] ' [} [}
Ml = o~ o~ - o~ o~
] ) ] ) 1
<|lvn O O~ - - N o~ ™M
]
ol o 2| 3] 2] ]
4 >
)
<
-
-’
| =]
] -t -t =t [ ~Ol|lOO~O0O
ao - O e~ — O o~ o - - O O rd 4
~HoH|lHOoOH Al loOOo A~
et OO~ AR~ O~
CIO\ —— o e i -
cooolloco~oO||loocoo]|oooc o
[N cooollocoo||jlocoo]|loocoo o
oocoojlloooojloocooo]|loocooc o
< T ocoooolloooojj~ocooo0o]|loooc o
OO —=Oo [~ = N~ N (=] o ol lo — ] | e
OCOO~ cordlo~orllco0o0C | |~~O—
OO O~ codrlormoH|loccoOo | |H~O~
O 0O oAl OoH]loococOj|lr~O0 O
~ ~ ~ ~~
~ o~ iy ~ o~ ~ o~
o ~ N [3) ~ o ~

b)

- =77~

Y




- =78«

(20)

AERONUTRONIC DIVISION
38,

”~~ ”~~ ~~ ~~ ~
o~ o~ - ) —
E2.|.. .....l ,I|1..._2. dqﬂ. mjo o o O [=X=)
et = o~ — - e ) Qe — o N - -
1 [} ) ) ) t )
C?..Z‘ N~ N~ o N Ol ~ —t - -
[] ] ] ] ] 1
Mmjr N N ™ - N ™M Mt - — -] — -
] ] ] ] ] (K ]
jen —t -~ ) - — o |t = — & o~ o~
) ) ] ] [ ) ]
=< < < < »i__o ol )
be >4 ) 3¢ b
”~~
o ~
o~ =)
[ A
- —
A4 A 4
[ B - - [SNe) =)
AHO A ]| ] fet - .l.» oA ] -
OO m]lm A =[O rd =t ~ A ] o - -
-~ i [= =y~ :
[5) mordHllorrHlOoOO M~ C., HOOO||HH A~
$ O - Al looco I OO O]~
ClD . ) ) vo # ]
cooolloocoH|looo -~ (5] ocoooo||looooO
- N - N
Mmoo Mm OCOOQO||OoO0COHA||lOOCO ~ B/O.\_B OOooOoCOo]l|loocooO
3 coHO|locooljloooco $ cocoo|ljlmocoo
A3(A\ oooollooco~|loo oo AA.@ OO0OOOQO||+O0O0O
—OO™~ ~—OmiHOOO||mOOO QOO OCOOHIOCO0OO ™
cooH e k=Eal l [=N=-N-N=:} NN N} OO~ oo HllooO -
. ~
SO~O OmoOoOo||lro—HOl{HA~AO ..A:u. o oo -t~ - O O O O
OO0~ - O - O OO |t =t =~ ~ - OOO OO0 OCO
‘ ”~~
~ ~ ~ o~ ~~
~ IS ~ 3 ~ ~3 ~ - ~ 3
[} ' . ~’ [4] ~ -] - £ St
.
=23
'3}




&

N N A B e el el el e Gl e Ll

T

AERONUTRONIC -DIVISION

(16)

40,

S et e e

~~ ~~ ~ ~.
o~ - -, o~
S S, A A g
(S]] — - A~ — o~ —
L] ] ] ] 1
D21.. o~ — ~N o —t )
L] 1 L [ 4
[&]1 L o~ o~ — o~ — -
[} ) ] ) L]
BJ.Z -~ o~ o~ 1..2 o~ o~
[} ] )
| N — e o~ - o~ 31..
L] ) [ ] )
x| < 3 < "
> > ,
”~~
Q
©
o
et
MNOo.’ = - A
COmm~OOO ~m]|JO = |l ]lrd vl el =
D) HOmHA A A A A - -
o~ )
O HI|[Cocom|loco ~ -
- coooco|locodollccoo-H|locom~
Mm o~ cooo|llooco~loocoo oo~
COOQIOCO0COCOj|OO0COCl|ocoO ~
AIZ\ cooojlocoo||lococoo]lood o
QO -~ e [Ar A O~ QOO0OO0 O
—OoOOm Ao IHOO0OOQ]|HCc O O||l~0 0ol
OO O~ - O - o - - vt vl pmd el (o N e Nl
O~OO0 OOl oO]|m O]l ~O O
”~~ ”~~ \./. ”~~
~ o~ ~ o~ ~ ™~ ~
] ~’ -1 -’ [4) A L] L4

(16)

41,

~~ ~~
. - -
. A g A d
- — —x=i
= ] * ]
Dl.l.. [ JEK ld.
1]
C2..... 42 e X
L]
B2.|..‘ 1..2 21..
A31.. - o™
[} ]
o ~F [T} &
G E
”~~
(=]
v-3
(=)
A .
[ =]
COooOoH|lo~0O~
COOHlOo—~ O
[~ N ] . .
A4 —t o= o~ O =l O
~ — ] e~ O~
O~ L. N
’ [ NoNoNol B foNel N
M coool|loood
CQOOHOOOO
< T cocoooQjlooo o
COOoO~ o ] [~ O -
O C O = L B B A ] - O v =t
OO |JOOoOOO||O -~
~O OO —_HOOOII=Om™wO
~ ”~
~ 3 ~ <
[ ~ 0 ~

]

-79-

5 b S0 R W g0 s

R

TR B

SRR

i A R LT




AERONUTRONIC DIVISION

(continued)

41,

— -
~~ S
= — =
1 1
— - -t
L} ’
- o~ -
1 [
(2 X3a) o~ o~

' )
-t [l
[ 1
U] <

O

— =~

— = o -

o O ] =t = = =] e -t
= O o = e ] ] e e
-t OQ R R R B
cooollooocollcoo -
COoOOoOQjlocooljoocoo ~
[eNoNoNallloNoNeNel BleNaleNo)
coo0odljHodO]|loooc O
co-H|lcooH|lcOoO0O
coFHllocoHdlcooo
corrllooOo~|lOOOQ
o-d|loocooco]|l~o oo
”~~ ”~~ ”~~
2 &2 = & % ¢

(16)

42,

~

—

- ~
[ ] =)

' '
Qe - - -

) [
CZ?.. 29..
MmNy o 27..

'

Sl -
) [
> < ~1
> }
”~~
(=]
~
—
ot
~ -
m O i
o oo
QO
A O ~—~ _
~ @O AH-O
~% % - - O
[& N =] N
[ 4] -
© O O O
RS
m o Alm cocoQ
~ i
t 4 cocoo
< 3 m@mm [cNeNeNe]
QOO0 O
O~ ~O0 O i
OO Ot
(= o = = OO O~
”~~
[¥-)
~ -
< ~

(14)

E (320)

”~~ P
~ -

P A S’
mjo ~ ) =1
QAo = - O O~
Ol N N - N

] ) ]
Ml o~ N - — ol
] 1 ]
et N e~ - N
] (] [}
] ) o~ n
6 > -
o
)
. o ] | -
- o | e -
A -t
”~~ — -t —
(& ] e e =
o0 OoOH|~O 0O
COOH|HOoOOD
<~ [~N=N=X"10 [~ NoNo N
00~ |[HooOo|looco~
~oOoH MmoOoO||loO0 O™
- oo O OoOQ|jooco~
oo~ coo|llooco~
~ o~
~ \O ~ o~
] ~ K- R4

43,

. -80-




AERONUTRONIC DIVISION

(14)

44,

E (19.20)7

”~~ ”~~

) - -t -4 -t

A A d S A A4

mjed = N - G N = |

[ ] ] [ ] ] (] [}
DZA. .u.2 ) o - [ -~
L i t ?

Ol © o~ o -l - o - o o«
) [} [} [} [} ]
<len - — o o~ ™ - o~
L] ol 1 [} 1 [ 8

E ) ny ") e f2a) "
b4 D 0

a — —
a e coordrlloocoocoj|lococojlA Al AA
- OO || = = A e P e e e B E B I B
O - COormrllrdA-Al|lOO A ] | A A
coorloccocollcococo|locooo|]lr-om
m e~ cooollooocojlloooo]|locoo]|looco o
coocoool|loooo|loooo]jloooo]|jle0OO
<™ cooco|llococooojlocoo||loomrH|jloco o
—_— O OOl RO |~ OAHOO OO
cooo ool A Al |loocooco|loocooc o
OO0 ~oolloocooco||loocooo||locoo]|loooco
OO~ Armrealoo- ]|~ -llOCOOOC|l|ICOO M~
”~ ”~~ ”~~ ”~~ ~~

~ o~ ~ [~ 3 ~ ~ ~ o~ ~ o~

L] ~ ] o’ Q ~’ o ' Q ~

(14)

~
-t

N A
ml— — 1114

t ’
Qe — - -

] 1
O -

' '
321.. 43
<<l —~ (WKl

[ '
w3 S

Lol :
”~~
(=3
o~
)
'
(S
QO e
. OO el
a -
OO
- O =
O A
A4
OO0
”~~ |
Mm ™ QOO0
[N NN
<o coo0oo
~ —
OO = — -,
[eN=NN_] - — O
coo O -
- O OO - =000
~~
~ ~N
[ ] ~

45,

- =8l=-

3 B O B3 B=

e e e e

B FE TR A T

F g T <

W WD

BT B S Ll T (T

i e T T -




—r [N \ : " 3 4 ; [ s J . 3 A ) i avwband

~ ~ ~ ~ ~ ~
- - - -t —i -t -
| == g ) — = = = —_ = =)
’ ] ] 1 ' ' 1 ]
— =l - - 8=t et ~ - o~ ™M ] ] |
[ ] ] [ ' ] 1 ]
(23] - v Oy — o~ — o~ o -~ o~
1 ] ' ' ' ' [} '
— - N - 321.. N e N 29..,
] 1 1
K n o o~ = <|m © 1o o~ - o O -
) ] '
~3 ~F ~1 b | 2l [2g] ~F e} 3
: 5 >
”~~
(=4
O
o
A d
—— mS ‘
= R e e R R I R R I ] OOl = O] =t
— O | e e ] e - - Ao OmmieflOCOA]lHAAA|]|——O~
— O ] | ] e - - ~ Orderd H|Ird A A ] et = [ O
~ QO ] C) A A AA A A A A A A O - ../..
. — - ©
cocOom~Ol|loOOoO~m~|lOO0OO O . cooollocoojlocoo||lo~0 0O '
oo OoOojljooco-|lo0O O BQ\ oOooH|jocoOoCj|cOoOO OO0 OO
Ccooojjloco~|loocooc O cooH|locoH]|lococooc o|]lo o o O
oo oollovcooo]jHo OO <~ coooH||locoH||lHOOO|lOOC OO
”~~
by
m R " U
nNu .m OrmOH|COQCO[|lCOCO -~ O - O A A RO][OA A H OO O
s m_ o-HOH|JOCOO|lOO0O O~ OO0~ S OO0 HAARIO0O0O OO ™
> w O-OHOO0OCQCO||lOO0 O u OO~ O OO0 OO0 O OO ~
w jromlHooollocooco o |lmoo~ ~ooco||ltcocofloco H|lro ~~
3 i . |
m ~ ~ ~ ~ ~ ~ . ~
* ~ 0 ~ 3 ~ o~ ~ o~ ~ ~F ~ o~ ~ ~
=) , D S~ [3) N~ e~ A ] 4 £ ~ Q - o ~r
R $
T ~ 3
al,
| <

e o 5 s A




¥

- e . .-u - e -mmw il ewd S e rlmu -l

gé&i?& awoay,

AERONUTRONIC DIVISION

(12)

47,

~~ ~~
- )
A St
%] P P =] ]
f} [ ]
al- ~ - - -
L] 1 ]
Of et =t - - -
] [ ] L}
et =i — -
] ] O N §
<]t - M i —
[ ] ] [ ]
b IS 4 [} ~
> > )
~
~N
)
- .
”~~
o~
ot ] f -
ot o ] e -
Ao
o o | - -
ot ] - -
O~ . .
O~ ~loCcO O
MmN OCOoOOHoO0OO O
|locorlococoo
Anll\ OO0OO|IHOOO
O cococoljo~ e
QOO ~ OQOO0OQO|I|oo0o0O~
QOO oooo|lloocoo~
00O ~ooo|loooco
~~
o ~
~ - ~ o~
L} ~ £ had

b RRRe ran Pe  e R

12)

~ T~
.~ )
~ ~
[ ] [ — K]
] ) )
L=t =t - - o~
) [ ] [}
(3] L] o - — e
] ] ]
My e~ o - ]
[ ] L] 1]
]
2] ) ™ ™
b D -
”~~
[=)
]
J
A
- . .
[ ]
ot ol et | | -
Q -t~ .
~ A OO A~
~ % coolloo ool
C.l..c .
cocooljooo~
-
oA cocoo|ljloocooco
3 cooo||lcooco
A3@ ocoocool|Jloodo
coco- coco~Alloocod
Ol = O O rf = = - -l O
O wrrel O Ottt | = = O
[eN=NeNe ot =] ] -
”~~ ~~
~ 3 ~ S
o ~r £ N~

48,

(12)

49,

©-83-

”~~
-t
) _ o
[ pr— —
[} [}
A~ ]
] [}
Oy o0 ™
] L]
BZJ.A | e
A3...u. ol
[ ]
x| __w] "
54 b )
&
~~
o
o %
&
~ m
SN e —
m oA - _
s OO
— O
Ao A
RN N — O~
L] .
~ O -
vo $
[$] coO0oo
-
m oM cooo
N’
$ ococoo
<o/ [~R-N-N-]
A d -
QOO r]|=O =
0O -HlHOm~
~HOOH|~O~m~
~ O QOO O
”~~
o~ -]
o A

5 oo v v e

- el e =— B ]

i S e i ot = ot s A 1555

s

R e S LT




© -84-

(continued)

49,

Tt ot Company,

AERONUTRONIC DIVISION

1+ et s e 1= i ot e+ e

~ ~ ~ ~ ~
-~ - — — —
A N A " A4 A d
ﬂqﬂw mle o~ i) [N et o u»yg =
[} ) [} .
1..n. (=1 3 5 NN o~ N Al N - N - o
) ) ' ] ' [
o~ Ol — — - — Ojen — ™ o~ -]
' ' ] ) ) 1 '
o~ Al — — — - mley — o~ .ZJ.
1 [} t
3.7.- A3..u. N ™ 3n.£. A37.-. N 39..
[ [
n ] ) s} [T} sl __ ] v [T}
L3 ol > > §
”~~ ~~
(=3 [=}
0 [}
=) J
S e
. = Om Bl o
— -t s A A H A - - - e e el I e e
- SOOI =~ . . OO |- -~
[~F=-N"} ] : A~~~
— I\D., e eed] e - = OOl =~
— - | } Ao Al A~ ~ % O O ]|~ -~
] vo # . . nuo_C . -
coooo =] [=ReNole]}leNoNeNe] OCHOOl|t=~O
ha) al
O QO m ~jo ocoooo|jlloococo BN.\D coooljoooco
ke X=X=] 3 oooojllcooco 3 cooo|joocoo
- O O o} A2n{u\ QOOQ[|~O - A2@ cooQlloocoo
QOO ™ O vl =t O rdrd | O = — - - O —_HOHOIIOO0 OO
cCooOo- [~ NoNoNe} —~HAAllOCcCO O (=N R ] SO~ |lOO0CO~
”~~ ~~ . -
OO~ H [cNoNeoNel ocoocoojlocoo H [ NNl SO jlooOoO -
[=N=NoNo] ~ |HO ™~ A0 0 0O - Jooo= O -rllOO O™
~~ ”~~ ~~ ”~~ ”~~
~ ~ . ~ -] ~ 3 ~ ) ~
a] ~ . o A4 0D ~ o ~r £0 A4
o -
[y [




FGra e e St 2 e o

AERONUTRONIC DIVISION

(12)

52,

~ ~ ~ ~ ~ ~
— — - - — -
A d S, o’ -’ A4 A
| e — e = ey e ~ JJ. [ )
1 ' )
Aled ] 2 Xa) o~ o~ e = o T -~ o =1
L] 1 L] L] L] [} [} L}
Ol & 1..2 1..2 — e~ Ol ™ ..n.2 o~ - .|..2L
' f} )
mlet i o o~ — o~ o~ et =t ) — —
' [ ’ ]
<[n ~ o ~ o = o} <l o~ ~ o ~ e o~
1 [ ’ [} . ) h) ) '
%l wn n n 0 [ n n n n
4 D : g > -
”~~ ”~~
o o
o~ ~N
o o
- o~~~ [
~ |mM ~
8o ¥ ) [~ -] J ! ~
E OO |t A |- =] | O ] [ - -
Ao OO rd| |t A =t A |- - a e o el [t ] P
- . o~ N -
[[=] OmrrdH[OROO||rrrHA i3 oo oo]lloooco]|H -~
4 O rdrtrt O O i [t ri it = 4 OO | et =t ] |t
czn N v - CZE .
i cocdollcocooo|jlococoo cocoocollocooco|lococooco
-« . -
maNQ OQOOOl|O0COQO|j[ocoO0 O m o Q OOoOOH|OCOO||lOOC O~
] coocoo|llocoojle~moo 3 coocool|loocoo]|loo oo
AZ“ ocooHljlooocOojloHO ™ AZMU\ COOQ||JOOCOO}|o~0O~
__ _ N . _ Q‘
OO A Ao OO =~ O - AHO ]~ ] O =
OO~ ~—~O|lloO~wO|jOO0O~O OO O cooojlloooHflooo0oO
O=~0OO0O A OO| [N AAH]]OO OO u OO0 A=t —- -~ ]O OO Ol
OO~ —H~= OOt~ |lOOOO ~ OO~ HrAAAOAOAHA][OOOO
~ ~t ~ ~ ~ ~ ~ 3 ~ ) ~ ~
< ~ 0 ~ 3] ~ o ~ Fe) ~r 3] ~

- 53,

-85~

TR R

1046 B el

S N

B T N

TS

19 e R W I, 2 TR




E (1920)

D

c

- -86-"

(12)

AERONUTRONIC. DIVISION
54,

~~ ~~ ~~ ”~~ ”~~
— - - —t -
%) B = — — - ) -~ llﬁ
] . ) ] [} ) ]
oo o ’ ~N o~ g 2..% ~ o~ =) e — -
] 1} [} ) )
Ol o ZJ. ~ o ~ o~ o K ~ ™
' ] ) )
el o - oy 21..,. < ...u.Z mjon N ™
] [} ) ) L}
<{on o~ ) 1..3 o~ A37.. o~
[ ] ' ' [} R [ B
> [a) n [Ta) n 2 w1 "y
» >+ ; ) e
”~~
o
O
-
\
o. — O ‘
O =] e QO v = et =i - e =l -
”~~ O ] |~ QO ™~ L ] . O vl =~
(=] i a0~
COHO-HO=HO||HO MO~ ~ll e I e B
) HO O~ OOO||HO = ]|~ ~ % e e
(=] - - oo~
oocoo||locoollocooj|looco - cocoo-
I
m e cooojloocoojlocoooj|locoo~ - {=] OO0 O}’
cocooollooooljloo~o0jloococ o 3 cocoom
< & cooooljlooocojjloooojloco o AQ\m\ ocoom
oo~ OO0 H||ltHOAHlOOOCO - — OO~ —~ OO0
OO0~ OrMOO0CO H||m OO0 OO0O OO O~ -OoOOOo
”~~
OCO~O e A OM AN lO~ OO |mO~O H [o NN cooo
—~Oo oo A O~ H] OOl OO O ~ Moo~ OO
: ~~
”~~ ”~~ ”~~ ”~~ o~N
~ ~ ~ 3 ~ ~N ~ ~N ~ [
] Ly - ~r Q ~ . . ~ o ~r
w
wy




-~ ~~ ”~~ ~~ ~~
- 4 - - o~
o~ ~. ~r - ~
pafet — afrd = = H.J
[ ) ] [} ) ] ) .
Q) et = ot - ) At 4 - — - — et
. 1] 1 ] R ] [} ] [} ]
Cl.u.. 1...1 1....“. DN N . NN 9.~2 N~
] Bl L}
et o~ o - miey o N o 2&
[ ]
<l © o= ~ o A31.., o ~ e 3J.A
sl o] - (4] o sl - =] <
L — _— ) ‘ g .
”~~ ”~~
(=) [=)
O °
- o
~ ~r
[SECR ) SR
] A O ororl|lAHrOm||A— A~
et O ] [t - A O At O~
[~ Ko} a - .
. OO |~ ~ ~moOorllOoO~mOOl|lO—— 1
(SR ] - - O - - : ; U
ormoollcooco coooljocodoo]jlococo~ t
@ cooollooo o] M coooollococooojjoocoo~ ’
cooco|llooc oo coooollocoocoo]jlooco
< o cooollroocof < ocoocooljlooocojjocoo

OO coqAQllO— A OO O~ HOHHjOO [oR-X-X-}
[oNeR ol ) oommH]|lOOCO — OO~ A OO Al O =[O OO
OO O | O MO OO
0000 OO0 HO||lmO A~ ~OoOO0O

oo~ commllooOo=~
~-O0O0 ~OoHddlo0oOO

(10)

T fptorGompany,
AERONUTRONIC DIVISION
56. , (10)
a)
(8)
b)
(2)
57,
a)
(4)
b)
(4)
c)
(2)

AN GT e o RR e O

i dpoiteiai e 0

a8 e[ o N

S ST

R W 8




e flotorGompany,

AERONUTRONIC DIVISION

(10)

= — - R
mje o~ N A N a NN G
1 ] L] ] ]
[=1 1 o ooy ZJ_ [R5}
L] L] ) [}
Ot = — - — — — -
v. 3 1} [} 1
et~ - — — — i
r ) . ) )
AJ.Z -~ 1...3 — N o~
) ] L}
¢ wn - [T} LT vy =+
> D :
”~
o
D
o
A
By - i i
o e B C B B B O OO —t o -t~
A A ArHloOA Al |HAMNAO A -
~ A O A ] A A ]
—~ coodlloocooo]|lr A -
O~ . . e e e
nocolloccoo|llcooco|loocoo o
B“\ ocooollococooolilooc o QOO0
. ocoococoljlocooojjooool|loA =~
< cooo|llcocoo]loococo]|loeco e
-~ O 0O coocolltocod|jHHmrAllHOoOOC
O i ol -l]loAAAl A A~
O o S| [Ooma OO OO
QOO0 —“t Al |lOOoOCOljlOOC OO
~~ ~~ ”~~ ~~
~ ~ N ~ ~ 3
L] ~ £ ~ [3Y ~ o o’

58,

(10)

”~ ”~~

- -4

A4 e

mle o~ N [N &
[} ) 1
Al o~ NN ~N ™
) ) 1
C.|..2 — o~ 1..2

]

Al ~= — e
) 1 L}
<Gt~ ) - -

. n v

» >
”~~
o
~
o
=]
S’
[
OO =~

) A A A~
=~ -

A d — e =~ vl el -l
. A ~mllo—ro0o0
(SR ] N .
: cocooojlo~o A
m et [eRoX=X=]l[=NeN= N

. oooo||loooco
< o~oOo]jloocooo

OO Hee-e OO O

o NN Ne] oco~OlloOo=O

como| |oo~oO||loO~O

O~OO COooOoO||jrrH-

~~ ”~~
~ o ~
L ~ r- ~

59,

-88-




- it vt - - -4
A S _ T N A A A d
.le e — =] L) [ —
[ ] [ ] ] ] [} ] )
N~ A o ’ Aoy = &~ o~ o - - oy - o
(] L} [ § ] 1 [} [ ]
Qo 21.. C3J._ 34. e e o~ ™ NN
[} [} [ ]
(] [ ] ) 1 ) 1 ] [ ]
] - A.....z .u.z - o N F o~ =
1 1 -4
= A ]| < < wn 72
e > )
”~~
o
o~
-
B
A4
. ) -
Ot~ ~IOCO—~=O a e HO N A IOO O | |O rt O e=] |t v~ =1 i .
O rd O rid] [ = o=l v € N H IO - O AIO~ OOl == O
ormoAllococo ' cooo|loococollcooo||l~o~o
coovljlooo o m i OCooo|loocool|loocoojlooo o]
COOO|lCOoO~O SCocooljlocomloocoo]|loo oo
CoOoOoOl|lco0 O < n Ccooojlocoo]locoo]loco o
”~~
o
u — .. e < e e O
M .m CooOol|lomO~ OO Heteellto~O]|lroHolloco o
e M.».. N OOt OO0~ OOl ]lrOo~HlOO0O ~
-_— ~~ _
> w HONOII0OOO0OO m OO O~ O O-HICOOCO]|~O m O O O
.n." ~ |~ ~0O]lo~0o O] .~ oo Oo OOl ro||~ir~-]|o-0o~
2 1 | l l ]
“m ~ ~ ~ ~ ~ ~ ~ 0~
3 O T W L 4 F-I O W L~ B
Z . . .
o) (-] (=4
mn "y -
]
K3

-

W SR

ST T A

1 X

e

" -89-

BT e $he bty T N o . o




AERONUTRONIC DIVISION

(8)

61,

-

- A4
mjo © [ =)
alo © oo
&) ) — |

. Y -
Mt =g -
’ '
Glrt — -
1 13
L] ~N o~

E -]
A
o
o~
e
— _
mO.
L= O -~
Qo .
A~ O -~
-} [*]
o~ O
oo ¢ ¢
m O [N NN o]
- .
m oL« [N oNoNo)
$ 3 coo0o0
< O € < cooo
OO - ~O
O = O - -0
O-=r O - - O
OO - -O
~~
~ =)
o o

(8)

. 62,

”~~
~
'
ey Z-m
Al — N
'
Ofet = —
) ] -
] ]
<)~ — -
) ' .
sl__ow 2‘
4 >
”~~
=)
O
-t
S
—~ .
= o
cooH
O = =
Ao
~ A~ O
[[5]
”~ —
o
=] [=X=F=N=]
-
m N [N oN-Na
3 cooo
<A coo
S N L
S |lO O O — =
OHHO e -1l
OO --o—-O
Ccoo- o000
”~~
~ RJ
©

- (8)

63,

i - -l
N ~ St
| e T.J‘Z -
]
D1..2 o~ - N
[} 1
CJ.Z o~ -~
[} ]
et - - -t
) ] . 1
|-t —t el — =t
] It RN LR
] ["s] o vy
gl :
”~~
o
N
)
A4
= O .
e el e K K |
. cOoO~Oll- A~
(=¥ <)
e e B L R R ]
Ao ]|l O -
0o
A d _
) o0 ooljoHO -
LA .

m N oo ooo|llooco O
’ corollococo
< N [e oY=l [eNoleN=]
A . ‘ R
O~ O~ OmOm|OO OO
[=N=-R_N=] —~— o0 ~O0O
OO .0000 OO m~MO
- OO O A ]| O =~

”~~ ”~~
~ o ~ o~
)] ~’ -} ~

-90-




&

B M el e i 3

AERONUTRONIC DIVISION

(8)

64,

S YRUSEY S

E (960)

B C D

A

”~~ ”~~
-l -4
~ ~
= - -
L} (] 1
Qe = — -t
[} ] L}
CZ..u: J.Z 24
B1..2 v N .“.2
(]
<<joN - ..r..3 21..
L}
Lt i 4 3
54 D
olma - - ;
A QOO |HO M~
TO — = ] | it it =
om .
I.\D’ O vl vl ]l -~
ot : . e
a cocoollodod
- . N
o~ m cooojjloo~o
3 cooojlco~o0
o~ < [N -N-N-1 W]
A4 _
OO~ et =] O~ O~
Or-r-O -0l O~ O O
OO ~~~0OllO~0O0C

(== =

OO OO0 O

a)
(4)

b)
%)

B

(8)

65,

E (80)

D

c

A

”~~
—d
- o’/
(5] Ca ) -
' ]
alr -~ -t
[ ] ]
Ol - ol
] (]
B.Zau 2..:..
AZJ.L ~ o
wl__ 4
e > )
”~~
L]
3
-]
~~ -
(= -] .
A — -
— et -
[~} a -
~ L B N ]
ko — -
ot
A4
m O OO0
T .
o] O-OO
$ ¢ OO0
O << [~R-N-N.]
-—~oOo ocoo0oo
OwmirmiO QO ~O
O - rtO QOO
OO -~ OO~
~~
~ (]
4 ~

D

(8)

66,

E (240)

B C

A

-91-

-~
-~
- N o’
E22,_ «
L} ]
D.Anw 9.4,
1
) (R -
(] ]
<l o~ - -t
»l_ | <’
> > L
~ ~ -
=) a - ]
s OO0
o a L.
Nt SN - [ B I ]
12im|o e e =
ot ¢t ]
AmoO [ NN-N.
- e e ~ .
o vlam o006
[ ~Y-N-N-
<TmAam OOMO
OO ~O — ot ]
OHOO R _N-N-]
©O~oOoOo OO0
COoO~HO [~ NN
”~~
~ @
- ~

[P VIN AR’ RO SI VRS SRR eee )

SR BB o U e,

Lo st w0 A ST 038 e U B T ) A fun A

e A R SR TR S F E e B




AERONUTRONIC DIVISION

(6)

67,

~~ ~
—4 -4
M- =] - == —

' ] )
[~ ] — Tl =

' ' '
Ofr=i — - - -

» ' i B |
Bl...z_ ,9..2 1..‘2
gl N 2.1 1‘2

[ ' (R
»l [3q] < 4
>4 > )
Py
o
[>)
. ™
~
B . i
et =l OO~
] e ©
(- %]
L e e I O vl
. O i rd ] [t
(&30 ]
—d S
ooAHlo0O©
”~~ -
m et OO0~ ]JoOCOO
[eNoNeN_ |} [oNoNe N
An.\ oo O0OO0Ojloo0 O
OO~ OO OO
- O O ~OOO||IH~O
- OO~ —-OOO|-mO~
C~O0O ~-OoOofloHOO
~~ ”~~
~ 3 ~ o~
[} ~ . ~

A4)

68,

PN
-)

. - -
Eml.u.. ﬂl.u.-
o~ — — ot

¥ [} 1
Ol SR |
) 1
BlT.. 1...1
<Ll N 12;

) ]
o o

> P

”~~

=

$

m
Sie

R -O OO

- O
aoA

C), - O

I — -

vo $ :

(5] [~ NN

2 .

m O [~ N-N-N-]
'

3 coo0o

< N M 0000

e _
--OoOO0OOo — )
COr-=HO O rt ot
O HHO O -~
OO O m O O O

”~~
~ 3
o

(2)

~~
-1
~
5] L]
® '
o=t~ 1..1
)

Ot =t — i
) [
et et e

5 ’ '
V|t -
0 [
o ~
g Do -
~~
o
P .
~/
gy . — _
’ et ) v =t]
. O =t
a~
O -
. OO0
(&3]
=X=-X-X |
0 e QOO0
0000
<~ [N -N-N-
~O O™ - O 00O
OO et - O
OO O
o0 — -
~
~ o~
o~

69,




. Gorg flgtorGompany,

AERONUTRONIC DIVISION

(6)

67,

~
-t -t
o~ ~.
maft e - — — )
[ '
[=] e - i =
) [ ]
Ofrt 4 - )
1 ' " | ]
BI..AZ. .22L 1...2
L]
o o i I ol
el ey <]
M >
”~~
o
o~
.M
A g
”~~ -
By -, j
OO
Nt el O
o -t
A A A O -~
Ot = ] et
O - : .
—d c
-~ cormMHAllOOOC O
m e cooHdloocooo
COOHIOOOO
.Anw Ccooolloooco
COriw OO OO||r =it
ak-N-No oo ollt—~o
- OO~ - OQOOOlI|H~O
O-OO =00 OO O]
”~~ ”~~
~ ~ ~ o~
o ot A ~

%)

68,

”~~
-
. - ~
[SI e ]
' )
et -t =t
i )
(&) B - -
) '
m I.J. t.-u
A.ﬂac d.2
4 [sa) o
>
~~
(L]
$
-]
o~ -
[=] (=
P e R-X-X-}
-~ O
Ao/
RS -l - O
[(3) ) N
. R
vo -
(3] [=X-N-N-
-
- X=]1T] [N -N-¥-
<& ;
3 0c00QOo
<~ m [oN-N-N-
- 00O e
(=R B =] O v
OO O = o+
OO0 QOO
”~~
~ <
@

)

-~
-t
: ~
B3t — -
1
(-1 ] -
'
Ot vt -
]
(-1 P
'
)t et =t 4
Y -
- N
Lol -
~~
o~
3‘
o’
~~
(SRS
-
O
[
- -
~
oo™ o R=-N-N-]
Ot O 1110,
O-~=HO el - O
oo~ ot ]
”~~
”~ ™~
[ ] ~

69,

T =92~




EUI..I E.Olo..lL
Dll..o Dl.ﬂ.o
003.“. C02,.....
3121.. Bll.u..
Al?..l A_ln.l
> La) el L §
E] 2; L] o~

X
Y
Z
X
Y
(]

i oy S NG L B

Tt st BT IS L, % T

”~~
3 g
- ~~ =
@ < -]
e i
~r t ~
(SN S] - ) MO
# =t e ot Ot = =t -t L R R R I R R N
! - OO Ot ot OO Ofrt rd =t i
AN A~ 0o~ -
aD = Ot e = [} L e I I I N I ]
$ OO O - $ OO Ol - [
ONO N . [& XN ~N ) )
(3] . (=) ) - o
t O OO OO O QooolmoOoO "
- - _
m oM cocoooloooco Mmoo coooocjloooo
t 3 coocoOol~0oo00O ] cooodol~moo0o0
<n<m cocoooloooo <~ m cooocloooo
ot _ o’ _
Z e -
[*] OO~ corH oo™ coo corH loocoo~
m OO ™ OO O~ OO m OO O ot~
a OH=O CO0O| [O-mm OO~ cooo oo~
v cooo oo o0Oo| |oHrm~ ~o00o0o eoQo| |[HHrw
F3 . 1 - ! | P - [
[+}
3
=) 6 > >4 -
2 > .
(=] -t
&m ~ ~
[~}
<

e Y < i P gl R b

. e " S gy

e e - : ° oot o T - «gpﬂwvhﬁm&. _ .



AERONUTRONIC DIVISION

72,

L i i

] ) ‘EOA.Z
Al —~ O At~ -t
(] N
CO‘Z..‘.. COI..l
Ml &N — Ml o -
1 [}
< - - Gl N =
[} [}
Ll 3 > ™
<o Xﬁ ‘2;
N Mo N
”~~
[~} -~
N [=)
o 0
- 3
A4 A4
(SN 1" i m o —r
OO O v e vl QO rt ol =t e
ot ol el et - - ~~ OO OO0~
0 =t~ . " AN A~ .
[-] OO Ojrt =t [=~] el o e e -
4 et ettt -t 3 OO O i =i ¢ o~
(SR . O~ . .
(3 g . ~ 0 )
oocoojooooO ~ ocoojlooo~
- - .
Mmen m cocool-o0 O - RN & [eEoRoNolloNoNoNe}
$ oo ooloo oo $ cooolo~~n
< < [eN-N-NolloNeN-Xo) << [=X-NeoNeolloNoNoN-]
~ R ~ - .
QO ~m OCOHM| [OmHm~ OO OCO0Omm| |[HrOO
(=== ] comm OO O OO~ CoOoHH] |HAe~e—
~Oo 0O cooo |Hem~ e E=-X=K=] cocoool |mooo
OO0 Ow [~ N-N-Ne O OO ocoom OO0 O| |[HAm~
» gl » Lad
.
. )
M~

. <94




f M.
me,!ty

D E
1 0
2 2]
3 -2

i e e g S LS

J e 2 4 LD A il o

[ ]
Ofo it =
MQlrt =t O
L]
Gl —~
]
> &
»e] .Zf
N
~~
Q
v
[+, ~~
~ M
.~ —
mo -} )
o COOCO|—trm—
L e ] N I
[~ N =2
b T- e e el e ke
3 v o A e
vo N i
QO O OO O O} -
- )
Mmoo oo oolooc oo
$ ocooolo~Ow
AZIB\ OO il
z .
o OO -~ oo~ [m e
s ~oo0o0o cordr |[mooo
o O OO cooo] |[moeco
Q OO~ coc oo |[ooo o
]
13
W . » - >
<
9 ~
W
-

.EO..u.Z
A o -
)
OO ~t
L]
Bl.l..o
Aﬂlq.:d
> S 4
sl o
M
”~~
o
~
o
-
A
0 - ] )
et et ]t el el =
OO0 rire
[~ e .
5] O vl © |t
Clw [~¥-N-N-) [~ 4
A N . k N
oo ooloo oo J
. N .
m e O cocoojooco O
3 coooloo oo
A3.-rn\ [~ N-N-Nel [N N-N-]
~ o000 OO~ - O O O
OO =t OO~ ™ e K R
O~O OO OO |rrwmed
(oY NN QCOOO| [ttt
»é >
.
wy
M~
|

C e

P




. Gord fptorBompany

AERONUTRONIC DIVISION

B C D E
1
1
1

LR ]
)
L=
~
O e Ol = =]
OO OO A
a - :
~ — O ]t
~ - Ot Oft
O )
coocooloooo
m - oooojoooo
o oo ojo ool
< OO0
OO OO rmtri - -0~
OO O~ cCOorH - O -
o0 O~ 000 [O~Om|
~OoOOOo [~ N-NN~ - O
4 o
< . .
~ .

17,

E (960)

B C€C D

A

b *_ iy maaned [ o, wd ']
EO.....I.
alei = o}
L]
CO3A.£
Mird N vl
i L
N )
tal L4
L @
N
°o ) .
e - O O
- —-O O~ O
Q N . )
[=]]..] ~o-roooco
t 4 ~OrMOloOOo OO
o | N - S
Om:
i coo~oOlo0oOO
)
~Nme OOOOI0OO OO
t 3 oo oo|oo oo
N<€40 ooo0oo0ojooc0 O
oO~O0O0 QO OO~
O ri O OO O i it
OO~ [= NN QO vt
QOO [~ N-N-N-] O
b >

- =96~




L

AERONUTRONIC DIVISION

78,

E‘(asb)

E—Oll
' .
DOZJﬁ
Ol - o
)
M=t - O
'
Gl O v
)
-l ™
e NJ
XN
L
e e R
OO O O -
(= )
~ K e = e -
~ % — o | - -
CIC . _
coooloocooo
. _
AHA cocooolococooco
3 000 O|-H -~
<-m O O O Oft i+
- -0 OO O~ — - O
(== OCOO | Jrretet
coco~ cooHd loocoo
oo™ coor |[Hooo
» D

e S s

i

P

79.

O NN
(= e

1
v - -

— O ™

A B CDE

= m
!

v

~~
(=)
v
=23 ~
~ =
s e .
mo $ 1
« o A0 OO
ao conrloocoo
- .
~iQ [ [ X =
$ OO OO O
vo
- coormloocoo
" _
m o /M cooojloodo
$ co~dloocoo
<N ococooolocooo
Ot O OO0 O OO
oo ~O COO M| |-t~
com~O cooHd loococo
O=~Oo OO O™ [rd ettt
4 >

«97-




L ———— c e Swstibbins ey Afanantll 24

B C D E
0

A
1
1 -
2 -

Y
4

3
”~~
® <<
I
~
(SRR ) -
+ N
OO O]
[~ XK~ Ea)
»D et et et -
$ N~ e
(SN N
© -
t COOO|rtr —m
-
M~ am oooolo~oof
t s O OO Ot =t vt
<~ <4£M COO0OO=HO=
i N N

OO0O0OH |[HOo—=0O
cood — - O
Soom [~ N-N-N-]
OO O - O =0

AERONUTRONIC DIVISION
80,

81,

«98~

).
[=)
~
o
-t
S’
o] -
O rmirt ~O O O =i
OO AlOOO0O
Q =~ .
) O =O OO m
$ ormrmlooc o~
o~ SN iy o
coo-loooo
-
M- coocolcoool
$ ococooHoocoooO
<@ oooHOCOO0
© - CO O |t
X=X~ CO O | [m et
COoOmO coon |Homo
O m=mO co0Oo~ - O
B 1 ol




AERONUTRONIC DIVISION

e G e I

X Y A B C D E_

X Y A B C D E

N v -
343
121-.

NN N
'

-~
o
~ o~
— -
) < )
s o. - ) Ojx [
OO0 O0OOH~=O + a e R R G I I I
) HOOOH — -~ — ot —
[= Wa2LN AO M o
L) OO O = »D_B A A O e
) - Ol - $ 4 oo O
(&3~ 2 . oA . [
[--] . [ ] ‘
[~ NeNoNal[oNoN-Na) t - -HO O O
”» _ L) R
mol< [=NeNoNal L NolaN) Mmoo U mjs — oo o0o
3 [~X-X-N-1N-N-¥-] t 43 CR=-EaE-1{-X-X-X-]
<O < COQOj-—=r-0O < O M M€ [~ NN-N-]loN-NoN-1
N o N N A
O - =HO O i L [N =R N e QOO0
-~ OO~ e - - -0 OO [~ R-N-N-)
~ OO~ coo~ ] O - [eNeNeNol OO
OO OCO0OO0O0O| |Orrmm~ OO O OO0 0O |00
Lo - - 4 >
L] .
o~ [2)
-] -
= o 4O

«99-

]




AERONUTRONIC OIVISION

TABLE Il

- | I . ) N

TS Lol IRERIT e RED Y haneasnnutie ] et - w—— § e and | e & Tumrmrsioll AR RO

Y

NN A A NN A A A NN A A NA O NN

NN NNri NN~ NN N O rd N NN e
LI T R N BT B 2 D R e D R B R B 2N D D D D D DR DU B R BN R |

[5]
a
C.l...l.1...1041011212121131112121211
/m

NNNNANNNNE O A AN NNSNNNONONONOM
| [ A R e e e D e e

~~

<

A A NN AN NAT A NN NNNAA TN AA NN A NNO O NN N
NNO A Ot i A rd OO A A rdrd A rd O rd rd O NN MM NN N NN
[} [} ) ) L ] ] 1 1] ) ] [} ] ’ ' ) ) ] [} L] ]
1.1.1.9.9.1.1.1.9.9.9.1.7.7.1.1.7-9.1.9.951‘nvn;1.nvn.1.1.1.nvnva.1.
[ ] [}

B C D E

[ I | [ A I 2 e R D D R D D DR R R | LI R B A L e

B N G R e G G G e e I e e e e e e I I I I W W I I I e e e B
" ‘ . .

~
L]

L o B e i I B e o e s o R QB BN W Qo e e e g X s e e
A AN AN AT A A AN AN A AN A A NN NN OO N M
PRI IR R N T S R S SR

C2233233233221112121112111121121441..
: I T N T N N}

LI S N B B A ] LI S I R LI B B A

A3222111011123222111011123222111.01.;1

~
- ®
[ ]

"=-100-

VML - by ol L |




B A r N TN~ AT NN A NN )
L T T D S D I B R D D B |

[ I B )
Al M NN NN M N O NN NN ]
M Ol NN A A A NANA A A A O O -
1 1 1 v 1 ) 13 ] [} ] [ | [ I}
34211013111121021111
' ' i
- Gt A A A A A NFNNNNNAHOONNN®
(= L ~
1. Lo
E1111112122121L11222.7
ale {2 T T T O T I T I I S D R N B B I B )
Alrd AN A NNAHNNONOAANNNONON
<|in k
M O OfNNNAHNNAONONONNNS=SO®MNN
[ I 2 B D B R D D B | 1= ] ) ) ] ) L} L]
o~ A
> MN A A O At N O N
> oo Pt RO ' )
~ L NN A A A A A A OO O =t
-] | I N O N R AL e et
”~~
K
Ell.n.i..|.21.21112211112‘2.‘114 &
. o
Al R NN NN AN O N NN N - -+
>4 Ol NH A A AN AN ANASO N e~
= | I S | I B B | [ [ I D B B |
] Bl NN~ N AN AN~~~ O
[ [
(=] L) . A .
B g_ 0 1 1_ ] ] | | [ ) ] I} [] ] I |
QN
~~
N o
-1 BN ‘
< L] I = e g e By N iV ey e e o |
N .
o 1. At N A A NN~ NN A A NNNNNO
0 L] (o] )
> > OlN A A O A A AN O]
o [ 1 D
v () BN ANNAONNNNNA SO0
z .
g YN NA A A A A1 OO0
‘ to1 i
T —— - VA — - ———
W ) ~
¢} > b .
« ) .
w
<

et me e e - [ T T s RS 2




AZRONUTRONIC DIVISION.

10.

Bl N N NN NANN AT NN NN N
At A O vt rd el A e S N =S CINN N M N
I T T T T T T Y T T T R D D S B B )

Ot~ Ot~ el Ol it = NN N NN~ NN
[ T T T T R Y R T M Y D R Y B )

3221222112111011111011..

[ 1

A23122312.2121111111011
L . . : . . ]

~
-]

ol NN M NN e
] ]

Ml N H N - NN
IR N e e B R N
Al et A O O N e N = N
v ' DR R RO
OlNrt Nt i N~ A O rdrd el O = = N
1 v oo
At Ol el NN NNNHNNONNNNDNNOM
RO R R R R IR R R R T R R A R N

N NN -

QNN o~ 2222111101..

~
L]

-102-




AERONUTRONIC DIVISION

S 11,

B T oA N T A TN A A
) ] [
Alet ot o NN N = NN
. ) ] ] (] [ ] ] ] [ ] ’ 1 ] ] [ ] ] ]
Ol NN MO NN A A NN -
1 ] ] ] 1 ] ] ) ’ [} 1 ] 1 [] ]
3111222233123332ﬁ
] [} ) ) ] ) ] 1 ] ) 1 1 ) t [}

A A A A A AA A A OO -
. . . 11

~

]

RS T A A AN N = ™ =)
] 1 ' i

Al TN NN A A NN
(O R T D N D I Rt I R Y B |

Ol " A N NNNHSNOMOM =M
) ] ) ) ] (] (] (] ] 1 ) ] ] [} ]

A A O A A A A O H A NN
L] L ] 1 1 1 ] [ ] 1

Gl N NN AN M NN NN NN

A B C D E

et b

”~

£

m
=]
(&4
-]

AT A A A A A NO ==~ = O
t t ] '

At O r A N A A O A AN
1] 1 ] ] ] ] ]

HrrANNNNNNHNONNON
| I | | | I I | ) | I, N I I | 1_ 1

~
o

NNNAHNANNN A ]
Vo Voo D

FANNNNNONNNO NN NN~

ST HE R A EH RS A T T A A A S
1 ' 1

| T S R D I R D N N B B SR R A
N~ ANANNONANNNNOONON

N ANNNNNNmmM NN N~ -~

A-2111111001111111
3 ) 1

~
L]

NN = NN

— NN~ N
LI I TR R I B )

e O -t
SN T B |

~
(3]

A B C D E

[= 2= I I == M= I A=~
) 1 1

NN NN NN
S~

HANNAMNMONO NN

N O A~ -
(IR T |

NN e~ NN =

~

.9

-103-

v

NS N




S gt Compang,

AERONUTRONIC DIVISION

12,

E

X A B CD
YR 4 2 1 1 1

b)

e~ NN NN (=] L]
(RN T R R T R B B B H '

[= P S e Ko Ran O~
[ T D T T T R I B M 1

mln N NN O - <}t Ml — =~ O
) '
A10111423..r..ﬂ., o K Ll == - O
RO P : - AR
. >
”~~ ”~~ ~~
-] Q Q

Pt et ot NN Nt N e N NN NN e
P R R N T T 2 T T I D R R S B B B
Al A A AN A A NN AN A S NN N A
R R N T T I D Dt R R R O S D B O B B
OlNri NN A NNNANNN = ANNN NN N

MmN Nt rd St A O At O A AN NN

[ [ IR T T T T T T I B )
dlnNN A NFAAAAN 1~ OO A~~~ NN
RPN B P B R PR SR R

a)

R o =N N
At emd NN NN

(o) [ R i mlen 3 Ol N
LI B

-104-




R v

e

e # -

AERONUTRONIC DIVISION

1

O R N R W R el ey B M B D D oD OO

13,

A B C D E
3 4-1-1-1]

.S
Y3

b)

E‘lllllllll‘l
Al A N e e
Ol NN NN
31041122423

LI T B [}
GO NN NN O -
. . . ]

~~
£

NANN NN NN NN
LN R R I A B B |
et A AN

et AN NN

NN O =N
)
NHAOHHARNNM
. | I | N ]

A B C D E

~
o

c)

X A B C D E

Y3 3 5 2 1 1

a)

" 14,

X A B C D E
YB3 3 4 -1-1-1

%] = lﬂlel.l.lﬂ

Ot = N N N
VNN NN N NN
BN oy

[N NN A O =N
s 8

~
]

[ T R T T N ')
Qlrd =t o=t NN - N
Ofr vl N =i Nt N el
[ 4 r ¢ &t t ¢t &+ ¢ ¢ 1 1 1
A O A~ NN ™

11 ] [} [ 2N B |

NN NA A A -
.. L L I |

~
-

A NN AN AT TN AN
] ) ) ) ) ] [} 1 [} [} ] ) 4 ] (]

et A N et et N =
[ O R I T Y Y Y T T N I IO I |

A Nt N~ A" N NNt
[ I N D I R e B e A D I e e B

HO et N NNNOONM
LI R B I I E D D R B B |

A B C D E

NN NN NN A O
. . . . [}

~
o

=105

e e Sl

e R




O N V' VOGS S W TS ws GV S R

AERONUTRONIC DIVISION

15,

A B C D E

OO~ O™mMAOAOC
HO N NN
HNEANNONH N

1

A O H~N~MN
[ SRCI N |

~
o

16,

X A B C D E
Yy 2 3 3 1 1 11

a)

A B C D E

NN NN -
[ T TR D N T I B |
= NN NN
t ] [} ] | I ) ] ¥ 1
ol NN e
] [} 1] [} [ ) ] [ |

N~ A~ O~~~
[ I R R |

N~~~ O~~~
. ] L. )

~
<

-106-




Alc E.
Ol Dnu-
] Q] > Cl...
(=1 Egln.uﬂlj,. <|on -
L I R L] -0
Ol QNN A -0 . F Y AJ.
mlai] % Ofet - » .
] ) ) [} L I I | - ”~~ ”~~
. [ Y] ']
<l et N N
[ I D N R RN R |
] Dl Ll - O - .
0.1 m
>
”~ ”~~
r-) E-]
]
~
o
-
[}
]
Al RHNEATA TS AT TS
' N |
Olen AN N O
[
mMmlet] ¥ Ot A AN ANNNNHN
) [ I D B R B ] ] ) | I
<|wn MO NN NN NN
4 LA O~ A S NNN-HO
" O )
. . -
”~~ ~~
L) L)

AERONUTRONIC DIVISION




X A B C D E
'Y 5 3 2 -1 & -2}

b)

.X A B C D E
Y 4 2 1 3 3 2

a)

18,

AERONUTRONIC DIVISION

NN N N~SN
- NN N-MN
PO T T D R B B

NAANNANN =N

- O AN A0
[ [

A B CDE

h.lﬁlllllo.l-
e e e .

~
£

NHNANNNHOONO -
P T D I AL I T N S B B |

-t A= NN NN
[ T T T T R R I R |

221111011110
3

A B C D E

NNN~NmHmeA~A~~O

~
L

X A B C D E
Y3 4 3 2 2 1
A B C D E

e) 
2 2 -1

1

X A B C D E

Y3 4
A B C D E

d)

e e NN AN NN

X A B CDE
Y5 3 2-1-1 3
A B C D E

c)

[ B ]

X A B C D E

A B C D E

19,

1

3 1 1
4 1 -1 -1 -1-1
-108-

2‘

1

1

b) =3 -1 -1 -1 -1

c) 1 1 1




O = ] S e~ NN NN NN ) Come— SN NN A NN N
1 L300 ] .
[ I B [ LI I O | LI R |
] LI R R ) LI [ D R B |
Ml NN N N RO O A i~ — NN OION e o - ] =N
' . N L T T O T T I I |
R R R s | ] <O O — == - = ey LN N[O ~ N[ NS~ N
L I B ) ]
F [ e B RS RS TV MEag ] OS5 E S s e Taa FaaWiaa Moo WS § KoY ] x| ey F T e Iy T
E10110320. = NN - N oA N =N = = N H NN SN Y N
) LI | [ R B ) ) ) ) LN L LI R N B L B O O DN R R )
Al — —~ —~ O]~ OO QNN N N~ N alar slaf = = e N~
N ] ' L | L [ e R 1 1
Ol — At = Ol it AN A Ol Al = = —len i =y
HJ ’ ) LA B I B ) L § ] ] 1 ..- L ) LI A I 1 1 L 1]
o] Bl BN IS B PR B Ml - Ol —~ O ey B N N = = ] - -
L N D L N ] --.-.
[ B : R - . LI ]
o : » v .
™ -~ ~ ~ T ~ ~—~ ~ [T ~ ~ o~ ~ o~~~
™~ < 0 Q o~ L] £ 9 o~ < EoRd] ~ ]
. ) i
)t = = NN N = = SN LN e e —] ef— D= = = N N — = NN
[N I Y B I A B ) ' (B Q
- -
Al NN NN NAN—= = =N NS~ e - Al — O = = =) N N e =y [
..-H- ] ¥ ) L L I I L e B e |
B | E R I VI S I Y] BE L P B W I VoI TaN (- RN Y] PR NIF ] [S1 BT = B Cim N N NN N e NN s
LI I N ] N
MO OO~ — = A = NN O = afenlenfes Zl—lN NN MN N NN NN - - -
- LI O 1 LI R R |
LN N N AN NN N AN Ao A = - <]t — <~ 0 O |- = |y AL = A
LI B - ]
b e Baa BEAa BEN BN JIEK o foo} Han Mo BEAa O PN o BN RO PSS f Soo BENS SRR 4 ||t FRAES Bl W W S PR IR Eo R Fot Eo R Rt JRE
% - = N N NN N A YN Y =Ny ]~ e — ey = o = o= ] N == - N e
”tM I N N R [ I | (] [ T I ST N IRT I O S T |
a,.ﬂ. =] R e s K it [ e e e s N al—]~]—= =] Y Ea ISV IR IR ] Ea VoY FaNIE] P R S e
.ﬂw [ R TR R T I SO T 0 RO T T B | . (A LI I R T |
Mm VN A - O AN N 1 N[ O e O~ O]~ OfeNf— = =t = = N ] = o
(w [ SN a1 ] ) L | T 1 1 LN 2l e D B D B B I R R R |
ST} . N
(rl I N NN NN e O N~ Moo — 2Nl A= ~ N = N~ A =E Y NN
OM ' [ R R B I R D B I DR B B )
Kﬁu [ R R R RN IR R B Y S A viel | [N I [
’m (o} 3 L O < @ o T LU N [ ] o © Y -
.v) e} .
<

%

R - R D T PP NSRS

TG B Y

e W AN M e TS




X A B C D E

A B C D E

29,

X A B C D E

AERONUTRONIC DIVISION
26,

LA B CDE

[Gal B Ga) BAIES S O e [2S T o] [t g [ e gy yulf | phulf [ /A RN
[ [ N S ]
-y N Aoy Ofe— fe- o]t Al N Nje N =1 VI U] FoN] R} FaN IO )
() ' oy e t [
N N Ot i ] el QO e e N Ol N NNt on
[ ) [T ) :
N il —len = N Ml N My Ml o Flnjeif— — -
v (Y ] 1 . tle o s
ol R K] Katlaal SRS Lo Bl Eo ] <N N F{ow Ll — NN~ o
v
ES 4 £ Vol MM F[ N[ NfT A gl SUal G TN o Xt < njFhnig S n
[e] VKN Bl O]l— O]~ oo (SN el ] [S] B I P Pl B i
) L ] 1 [}
-t . (=1 L] DAl | Gl Lo R L Al =y e (=152l Wa\] [ K] PV SVl oa ]
' LN I Y [ '
o — OfrfeN rijed o= =] =t Olen o —Afeet Ofrt = N|r=lon|—=
[N : T [ [N Y [
[N ] AN =N N i Al — N MmN N NNl
) ) [ o] e vl
-t -t i)~ ~{— =N |y g~ = N Gl OO N - -
GLE NN WL S A . L STV B S ' .
. . .
Q.0 (2} o o 3] © [ ™ L] a gl [ £ 0o
FANANN®M N AN O O Q- SIS N I I R e I Y] e e Al ]t o ]
: () [N ] [ 1 1
H NN N~ NNNO O Nf- N Bl = Nl =t Al O © il = NV = e
[ I R R R B DU | [ I} LI R BN I N BN I R )
CHAHONOMAHAAAOAHO- Ol = Nt | OlN NN N N N oo o8 enfet
1
O rded = AN N = N NN N~ N MO O =l MO ~ MIN Nfrd = ~[N N N|N[N]N N =
L} 1} ] ] [ | L]
—H NN N A= - - <l NN N <N NN N O TN - -] -t
LI R B ) 1 1 LI | ! LI R I I ]
N T NNt N nla gl n Ml ey ofen L RS E3a e IES o B giES g Tal [ag) B 2 BS GBS VoY £ 2
SR NITSUIY S & R . JRPI SUSEpRIV S
N NNND NN A Ao - [ B N IS R ] G S mfen N~ |t =t ] et ] -t
[ R R T T R N O R R I A | [ ] e b el e o
NN NN N NN AN =N - Al = N Hl = A=t Ol il O =[N © =]
[ I B v ]
O OO Ol O]l O Ol O H[—= O]l —~ Of =N N — NN ] - e
[ ' ] 1 Vool e o e o afufefe o1
Nt O~ =~ Ol N © QN = ey N~ Ml =N N N[O N AN =]~ e
[ [ (] O L)
o N NN =N N et N - Gl —~ N =N Gl = - N - N - Y e
[ T DO TR Y AN B S NN WS RUIUE Y B S Y XD Y
. " * -
~ ~ ~ ~ ~ ~ ~ ~ [+ o] ~ ~ ~ PN~ ~
« . 5} ) o~ L o 3] N © 0 (3] o 0w ]

-110- -




=Xt

-111-

= <] S N R i ol I En Em., = -]
. (R IR ;
a alc]— Al =]~ o~ (=185 Bl Bl Bl ) (= il Alo ~if=~
[} (I | [ B [} 1 .
CO..JJZ32 ‘| QO | =N N (S Bl IS Bl S (] (3] Ot ey
. . 1l LI | co L] ] [ ]
‘Ml Tl ;fed o) —t|— BZ322T£3 2 N el g Gl () ey ml— e
1 1] oj ) ]
A1231...1...2_ Aézll A2322..u.r.. <jerjen|en]-|en <|en <] = ey
) "t T 1|
E S et IS el X B Gl el el il & lnlainlsin el ]y inin
El.n.le oo Il ~on|—fen = [ Bl Cel BT T 3] =t m|~ ojo
] [} . [ I | ] ] ]
Afer —fe el ngl DZIIZQJ.I ale]=t|—|m|— al~ al~ olo
LI [} 150 1 ] L3
C3222ﬁ2 Ofmt]— Cle?...r..l 1521 Be] Bl Y B [$] ] Ol e
r o)), ' ] i ] LI |
mieN Nfe= i ] ] Al ~tle|—]en o -1 Bl Y Bal G B miey Mot —fet
N ) ] [} 4 o 1 ] . t
< =N = B 1 Y] A112_132 A1213_3 AJ <l et
1.1 1 [] e 1jafe [ ] [} N .. - -
. . . . -
o o 0 3 o o .0 < L] A 0T ~ ab,c.d Q. ~3 o ~ o E-]
5] o) () () S RO O E‘1....p...11234412_ M ) Q[ =
. . "
Al N = Al N N N Afrt eA) ]| N ] == o Al — o~ Qfrrt ] N
1 | I D N O I ) r [ RN [ I |
Ofr—t o | Olo | - 0231232221...2 Ofrt = i Of—ifeN ot oy
] [ ] 1 [ I B | 10 11 8
1 e K Cl Lol MO i | - Ml Njn]O - N|NjO — mj— o~ ™ 1 Bl | L |
| I I ] ) . 1 [}
AL01121 <=t N Nt A2322/._.232_1..1 Gl NN G Nf— NJO
1] L3N L] 1]
et 0 on]eijen »lew | 1| Ml iy g njnjem n sl o 3 T T N
E*OIOOO Bl o few | ] o |- - [ ] U (S N L]
W [ I B ) 1jpe 1jr 1 [ I ] [ I I ) LIS I S |
. ® At N || = Al M N -] D21111211.ﬂ.1 (=1L KR =] L ] L
-_ 1y L O B | [ ] - LI B | 11y ¢
> .
' B O N =)= Ol = Oj O C3223221.......22J Ol o~ C132411
R N . . [ '
m [ N W] B B Ml = Ol © Ml Ol Hl+ OO - Ml — - BZLIJ.ZIL
) - ] | I T ) )
[¢]
._m |~ ~ oj~]o Ll N ] — A11222112—32 Aflll <lol- ol ~
3 [ (IR ) [ BT ST S . [ |
mmm m o ) » o ) N 8 00 B oW ) “ %0 ©
w -
<

)2 -2 1 1 1.3 3 2-1-1-1




AERONUTRONIC DIVISION

et S [P [ ¢ [ Comcd | tqenined

337.. EﬂZf E111.. m| AN &3]
] ] (] 1 L]
alafo Aajeile alcfole =Y 13 £\ P a
L] [} 1 1 ]
O] OfFf— (&1 1] TV Tl [SILTER] 3 [&]
] 1 1 [}
| —tfe - Gl Kl i {r—t]— == m
] L] ] 1
£ Gal 3 | R4 Lal Gal 3 <g{njfd <
1 3 1 ]
F% (T2} {a} X55, F 172 (aY [T »itnfinjin >4
| nE J]
(2] [ag ] [ ] mf—]— ] =] [<>10aM ] [3a} (o] m
1 [} g
[=11-3 [ (=] Ll Bl Ajajn] (=] 0] Bl (3] (=]
] ] L] + L]
(&1 E) B [&] [ha) [N Ot =] (1 0] [V ] L (&)
1 R ] ] ) 1 [
alrtfe=t =1 N 1] mjonjjen e m
]
<]edfen <jefon = [aN] {3X] [0 <]ujculen <
! L} LB WL alell
(T2} o O n o .0 Lal o .00 [al < .0 O n
R[N N| | A= Ty ot v py aif—
] 1 19 ] )
[=1131 D)l Band (=1 Eal il Lol T ] [=1 Bl 3ol El B] af-
] ] ) 1 [} ] 1 ]
(1P 1] (=] {=] B (101 al ] B ] [&] [ TSR] [aY] o=
1 [} [} [}
e e T e B B -1 Gl M () B MmN mj—
9 ] L} ] ]
Pt G Y B <fenjot]ea] = <|o|—]o]~ <fe
[ ) 1)
b Eal Eal alGal Ual Ml ||l ol |on]s £ el
(ST ET O] (3] Gl e et { et o=t f et (S ] B ] ]t
] ] ] ] LN L 1 [} [}
Al o]~ (=1 Bl Gl Cand Camd (=1t ] T T al—
1 ] 1 [} 1
ololo|~i~lo Of—{en || Ofet|feu]— of—
1] ] ] [} 1
mleaf—]—j—]— micaff—iey LGN Gl B Y mj—~
1 1 L] ' L] L] ] L] 1
B e Gl (34 el 3] A2.|..32 d|~[o]—]|O P J Gal
1 L] 1 ) -
3 9.0 0oV < g0 0T 3 < 0 0T <& L)

5 4 23 2 -1

a) ~2 -1 _3 -2 1

b) ~1

G -1 -1-1-1-1

1 1 1

1

1

b)

5 3-1-2 3 1
-5 3 4 -2-2 1

S5 -1

2 2 -3 -1

c) k1 -3 2 2 -1

2 2 2 -1

1

'3 ~1 -2 -2

d)

X A B C D E

A B C D E

X A B CDE

A B CDE
3«22 1-1

b) T1 -1 -1 -2 =2

3 2 1 1 2 2

i

a)

5-2 3 3 -1

49.

X A B C D E 56.

A B C D E

a) =2 2 -3 1

X A B C D E

A B C D E

5 3 -2 3 -1-1

1

=]
'
] ]
[}
] G
:
o~
s
—lo
Nl
e Gl
1
L] L]
t
e
[l
=
Ofe—
SEUN SN
N~
< 0o
-~
'
-4
[
o~
'
A
i
Y]
1
[
-l
L)
o~
o~
)
”~~
)

~-112-




AERONUTRONIC DIVISION

Egﬂ..ﬂ.ﬂ | Eﬂ =fE) mf=] w3
l=1ta] Lol afet =15 f=102] Lo [=1 L] =10
W I N 1
029-. "] Lol o Ot (&) B O~
L i ' 1 . []
MmN 37.. e~ MmNy Bl.. ml—
<|en|~ - <tle <]~ <l < <]~
L
s i i E] L1 2 élen Xu
m|—f— .E#.n.. tafev |- pey EJI
v N 1 N R ]
. i
afet]e DA....A aja A~ afe| D....
. t
S8 3] C.l.. O~ O]~ (&1 L] Ol
1 : 1 [
.B1..1.. e wf~ sales]es - = B
[ ]
LN ] (] - ] 4 [ B =~ ]
[N . . L] : A L2 ]
. . . . . .
~F ~ r~ uy ~ O ~ ™~ ~~ [+ o] ~ (=) ”~
v} [ ) -3 [ O o V-] -} V-1 o - @
Eli..ﬂ‘ll E3‘2nﬂ.2 E,nn..3,4.‘.ﬂ E1..3.22 S|
al—|—]- Afe]erfeafe D7..329.Z I= P} 1 P P olo
1 ¥ [
[$101 G Y Of—]r=tfrt] 02231.. (SN LY ] (S]]
[ ' A ) v
o I
FIGUGU G A=t | ] Mt I B T Y e qle—i
sl ] ] . I . ]
<] 3 10 3N B ] | rt] =] —t] N Y 5 B ]
' . 1 (N )
Wil Hin|xnle »lnpalg)s S a1S dLal Lalt o
(51 0 Gl Gl (ST ] (G 5 mjcjo ey [55] (3N Ga Y Bl Eo! 5] [=]
1 L Vel [ B 1y} 1]
Dl.l..l D27..23 DZJ.J..J DZZIJ. ajlo
L} 1 [}
(316 5 60 o~~~ [S] ] B gl I [$1 B N1 BN ) (S0 ]
K ] } g o f}
mlcijorfoe et | =] =] = ml—l—l—l- Py ) B B B )=t
1 [ ' (N v [
4 Ll (3] e B4 Bl Gl B (3] | e~ B Bl Ll G (3 1 B
(3 i) wlej ] AN | o ]
~ 7~ NN Q PN [=ad PN NN N o NN NN — ~
n ®%.0 0 [Ts} g.00C (2} .0 Q00 =} .0 0T O [ ]
=l [ s | ¥ 3 | S s F 9 oy }

X A B C D E

A B C D E

63.

X A B CDE

A B CDE

N[~
e
1
|
[}
vt ] =t
'
]
1
a1l
el ]
sl
N
]
e
L}
b
L}
i
~e
[

-113-

AP SN O o

A

T

B T




T fptorGompany,

AERONUTRONIC DIVISION

FUNCTION INDEX

A B C DE Fcn, Noi| A B C D E {Fen. No.;, A B C D E Fcn. No.'

18 0000 1 4 2 2 2 19 l2 2 2 2 2) 47

4 (2 22 2). 17 2 (2 2)(2 2), 51
7 1111 6 | . : 2 2 2 2 2 70
"4 2 2 2 0 ,18,28 ! !
6 2 2 2 0 4 g _ ; 2(2 2 2)0.f 33
L4 (2 2)(0 0) . 41 (2 2)(2 2) 0 | 40,73
6 2 2 0 0 9 4 2 2( 0 '27,31 12 2 2 20 53
! 4 2 2 0 0 32 =
‘6 2 0 0 O 13 , P 1i(2 2 2)(0 0)1{ 55,62
g 4 2( 0 0 37 02(2 2)(0 0)] 34,46
6 0 0 00 21 4 2(0 00 - 54 12 2 2 0 052,71
53 311 7 .4 (0 0 000 39  i(2 2)(0 0 0)} 63
. 4 (0 0)(0 0). 42 tt'2 2 0(0 0){ 50,64,79
5 3(1 1 1) 12 ' 4 0 0(0 0). 66 422 00 0 77 .
5 3 (1 1)1 11 ' !

' i 3 3 3 3 3 3 ft2¢@ 0 0 0 68
5( 1)@ 1). 25,29 . 4 2(¢ 0@ 0y, 49 .
5( 1 1)1° 30 33331 10 2 0 0 (0 O)E 7% !
4 4 4 0 0 2 J@d 3 »na 1y 2 a1 11 1f 69 |

3 3N 1) 22 (1 1 1) 1): 43,67
4 4 2 2 2° 5 3 3 3 11 20 1 1)1 1), 58,78
1 1 11 1 80,8
4 4 2 2 0, 8 3 3)Q1 1 1) 24,36,45 ?
: 3 3 1 1) 26,35 (0 o oylolfo; 61
4 4 2 0 0 14 3 3 11 1 38,72 i(0 0 0 0 0) 82
t(0 0)(0 0 0) 65
4 4 (0 0 0): 16 3 1 1 1) 56 {00 0 0 0 83
4 4 (0 0){07 15 3 (1 1) 1) 48,57,76 :
3 1 1( 1) 44,59,60
3111

1 75

-114-




Sorg flotorGompany,

AERONUTRONIC DIVISION

DISTRIBUTION

Assistant Secretary of Defense
for Research and Eng
Pentagon Building

Washington 25, D. C. 2 Coples
Armed Services Technical
Information Agency
Arlington Hall Station
Arlington 12, Virginia .10 Copies

Chief of Naval Research
Department of the Navy

- Washington 25, D, C,

Attn: Code 437,
‘ Information Systems Branch

2 Coples
Chief of Naval Operations
OP-07T-12
Navy Department
Washington 25, D. C. 1 Copy

Director
Naval Research Laboratory
Washington 25, D. C.

Attn: Technical Information Officer

Commanding Officer '
ONR Branch Office .
346 Broadway . ... >
New York 13, New York
.+ 1 Copy

Commanding Officer
ONR Branch Office

495 Summer Street
Boston 10, Massachusetts

1 Copy

Bureau of Ships
Department of the Navy
Washington 25, D. C.

Attn: Code 607A NTDS 1 Copy

Bureau of Naval Weapons

Department of the Navy
Washington 25, D. C.

Attn: RAAV Avionics Division
©© 1:Copy

Bureau of Naval Weapons
Department of the Navy
Washington 25, D..C.

Code 2000 8 Copies Attn: RMWC Mlssile Weapons
Control Div 1 Copy
Commanding Officer
. Office of Naval Research Bureau of Naval Weapons
Navy No. 100, Fleet Post Office Department of the Navy
New York, New York Washington 25, D. C.
10 Copies , . B
. Attn: RUDC ASW Detection. ' © -
' and Control Div 1 Copy
-116-




SordfglorGompany.,

AERONUTRONIC DIVISION

DISTRIBUTION (Continued)

Bureau of Ships
Department of the Navy
Washington 25, D, C.

. Attn: Communications Branch
Code 686 1 Copy

Naval Ordnance Laboratory
White Oaks
Silver Spring 19, Maryland

Attn: Technical Library ,
1 Copy

David Taylor Model Basin
Washington 7, D, C,

Attn: Technical Library
1 Copy

Naval Electronics Laboratory
San Diego 52, California

CAttn:. Techni‘cal Library
1 Copy

University of Illinois
Control Systems Laboratory
Urbana, Illinois

Attn: D. Alpert : 1 Copy

Air Force Cambridge Research
Laboratories
Laurence C. Hanscom Field
~ Bedford, Massachusetts

Attn: Research Library,
CRX2-R 1 Copy

Technical Information Officer

U. S, Army Signal Research
and Development Lab

Fort Monmouth, New Jersey

Attn: Data Equipment Branch
1 Copy

National Security Agency
Fort George G. Meade,
Maryland

Attn: R-4, Howard Campaigne : -
‘ 1 Copy

U. 8. Naval Weapons Laboratory
Dahlgren, Virginia

Attn: Head, Compution Div, »
G. H. Gleissner 1 Copy

National Bureau of Standards
Data Processing Systems Div
Room 239, Bldg 10
Washington 25, D. C.

Attn: A, K. Smilow 1 Copy

Aberdeen Proving Ground, .BRL:
Aberdeen Proving Ground, Maryland

Attn: J, H. Giese, .
Chief Compution Lab ' 1 Copy

Commanding Officer

ONR Branch Office

John Crerar Library Bldg

86 East Randolph Street

Chicago 1, Illinois 1 Copy

~116-

] =

| G~y

| —

v B wrocms B cnersss SRR e B v R oot




e e e

PR N PRSI,

AERONUTRONIC DIVISION

DISTRIBUTION (Continued)

Commanding Officer ' Cornell University o

ONR Branch Office _ Cognitive Systems Research Program
1030 E. Green Street Hollister Hall

Pasadena, California 1 Copy Ithaca, New York

Attn: Dr. Frank Rosenblatt
Commanding Officer 1 Copy
ONR Branch Office
1000 Geary Street

San Francisco 9, California Lockheed Missiles and Space Company
1 Copy 3251 Hanover Street
_ Palo Alto, California
National Bureau of Standards Attn: W, F. Main 1 Copy
Washington 25, D. C.
. Attn: Mr. R. D. Elbourn . Communications Sciences Lab
1 Copy University of Michigan

180 Frieze Building
- Ann Arbor, Michigan
George Washington University '

Washington, D. C. Attn: Gordon E, Peterson
Attn: Prof. N. Grisamore
1 Copy
University of Michigan
Ann Arbor, Michigan
Syracuse University - ‘
Electrical Eng Dpt Attn: Dept of Psychology,
Syracuse 10, New York Prof. Arthur Melton
. 1 Copy
Attn: Dr. Stanford Goldman
' ’ 1 Copy
Carnegie Institute of Technology - -
Dept of Psychology
Burroughs Corporation Pittsburgh 13, Pennsylvania
Research Center ‘ '
Paoli, Pennsylvania ' Attn: Prof, Bert F, Green, Jr
Attn: R, A, Tracy - . 1 Copy a
Stanford University
Stanford, California
Attn: Electronic Lab
Prof, Gene Franklin
1 Copy
~117-




Sorg flotorGompany,

AERONUTRONIC DIVISION

DISTRIBUTION (Continued)

University of Illinois

.Urbana, Illinois

" Attn: Electrical Engrg Dept

Prof, H, Von Foerster ,
. 1 Copy

University of California
Ingtitute of Eng Research
Berkeley 4, California

Attn: Prof. A. J. Thbmasian

1 Copy
University of California « LA
Los Angeles 24, California
Attn: Dept of Engineering,

Prof, Gerald Estrin
1 Copy

University of llinois
Champaign Urbana, Illinois

Attn: John R. Pasta 1 Copy

Naval Research Laboratory

‘Washington 25, D. C.

Attn: Security Systems.
Code 5266, Mr, G. Abraham

1 Copy
Zator Company
140 1/2 Mt, Auburn
Cambridge 38, Massachusetts
Attn: R. J. Solomonoff _'

1 Copy

Telecomputing Corporation
12838 Saticoy Street

North Hollywood, California

Attn: Data Instruments Div )
Field Engineering Dept
- .. 1 Copy

NASA .
Goddard Space Flight Center
Washington 25, D. C.

Attn: Arthur Shapiro .~ 1 Copy

Dr. W. Ross Ashby

University of Illinois

Dept of Electrical Engineering
Urbana, Illinois 1 Copy

National Physical Laboratory
Teddington, Middlesex
England

Attn: Dr. A. M. Uttley, Supt
Autonomics Division . - -
-. ¥k Copy

University College London .
Department of Elec. Eng.
Gower Street

London, W. C. 1, England

Attn: Dr. W. K. Taylor

Dr. George B. Yntema

United Aircraft Corporation

Research Laboratories

East Hartford 8, Connecticut
‘ 1 Copy

-118-




SorefgtorGompany,

AERONUTRONIC DIVISION

DISTRIBUTION (Continued)

Swarthmore College
Swarthmore, Pennsylvania

Attn: Department of Electrical Engrg
Prof, Carl Barus

1 Copy
Dr. Jacob Beck
Harvard University
Memorial Hall .
-Cambridge 38, Massachusetts.
1 Copy

Diamond Ordnance Fuze hboratory
Connecticut Ave and Van Ness St
Washington 25, D. C.

‘Attn: ORDTL-012,

E. W. Channel 1 Copy

Harvard University
Cambridge, Massachusetts

Attn: School of Applied Science

Dean Harvey Brook
1 Copy

Commanding Officer and Director
U. S. Naval Training Device Center
Port Washington

Long Island, New York

Attn: Technical Library . 1 Copy
Office of Naval Research
Washington 25, D, C,

Attn: Code 450, Dr, R, Trumbull
' 1 Copy

-119-

Wright Air Development Division - |
Electronic. Technology Laboratory
Wright-Patterson AFB, Ohio

Attn: Lt. Col. L. M. Butsch, Jr
ASRUEB 1 Copy

Laboratory for Electronics, Inc ‘
1079 Commonwealth Ave

- Boston 15, Massachusetts” .

Attn: Dr. H, Fuller 1 Copy

Stanford Research Institute
Computer Lahoratory
Menlo Park, California

Attn: H. D, Crane 1 Copy

General Electric Co. ' x,..’

Schnectady 5, N. Y.

Attn: Library, L.M.E. Dept. .
Bldg 28-501 1 Copy

‘The Rand Corp
1700 Main St
Santa Monica, California

Attn: Numerical Analysis Dept

Wwillis H, Ware 1 Copy
Massachusetts Institute of Technology
Cambridge 39, Massachusetts.

Attn: Prof. John McCarthy
26-007B . - 1 Copy




Sbre,

AERONUTRONIC DIVISION

DISTRIBUTION (Continued)

Office of Naval Research
Washington 25, D. C.

Attn: Code 430 1 Copy
Carnegie Institute of Technology
Pittsburgh, Pennsylvania

Attn: Director, Computation Center

Alan J. Perlis 1 Copy

Rome Air Development Center, RCOR.
DCS/ Operations, USAF
Griffiss Air Force Base, New York

Attn: Irving J. Gabelman
1 Copy

Air Force Office of Scientific Research
Directorate of Information Sciences -
Washington 25, D. C.

Attn: Dr. Harold Wooster
1 Copy

Hunter College
New York 21, New York

Attn: Dean Mina Rees 1 Copy

Radio Corporation of America
306/2

Data Systems Division

8500 Balboa Blvd

Van: Nuys, California

Attn: Joseph E. Karroll
1 Copy

-120-

Mr. Sidney Kaplan

1814 Glen Park Avenue

Silver Spring, Maryland )
. ’ 1 Copy

Stanford Research Institute
Menlo Park, California

Attn: Dr, Charles Rosen
Appliéd Physics Laboratory-

‘1 Copy
National Bureau of Standards
Washington 25, D. C. _
~ Attn: Miss Ida Rhodes 4
220 Stucco Bldg 1 Copy

L. G. Hanscom Field/AF-CRL-CRRB/

Bedford, Massachu_setts ‘

Attn: Dr. H. H, Zschirnt
1 Copy

Rome Air Development Center

Griffiss Air Force Base
Rome, New York

Attn: Mr. Alan Barnun I-;"Copy

Armour Research Foundation
10 West 35th Street
Chicago 16, Illinois

Atta: Mr. Scott Cameron
E. E. Research Dept ,
1 Copy




Attn: Dr. Anthony Oettinger

Sora/flgtorGompany, |

AEZRONUTRONIC DIVISION

. DISTRIBUTION (Continued)

Department of the Army

Office of the Chief of .
Research and Development

Pentagon, Room 3D442

Washington 25, D, C.

Attn: Mr, L. H. Geiger
1 Copy

General Electric Research Lab

. P, O, Box 1088

Schenectedy, New York
Attn: V, L. Newhouse

Applied Physics Section
: 1 Copy

Harvard Computation Lab
Harvard University
Cambridge, Massachusetts

1 Copy

National Bureau of Standards.
‘Washington 25, D. C.

Attn: Mrs. Ethel Marden

1. Copy
Rand Corporation
1700 Main Street
Santa Monica, California
Attn: Library 1 Copy

University of Chicago
Committee on Mathematical Biology
Chicago, Illinois

Attn: Prof. H. D, Landahl
1 Copy

-121-

University of Pennsylvania ,
Moore School of Electrical Engrg
200 South 33rd Street
Philadelphia 4, Pennsylvania

Attn: Miss Anna Louise Campion
1 Copy

Department of the Army
Office of the Asst COFD
for Intellegence
Room 2B529, Pentagon
Washington, D, C. .

Attn: John F, Kullgren 1 Copy

Mr. Robert F. Samson

" Directorate of Intelligence.

and Electronic Warfare
Griffiss Air Force Base
Rome, New York 1 Copy

Mr. Bernard M, Fry, Deputy Head
Office of Science Information Service
National Science Foundation

1951 Constitution Avenue, N. W.
Washington 25, D, C. 1 Copy

International Business Machines, Corp

" Advanced Systems Development Div,

San Jose 14, California

Attn: L A, Warheit 1 Copy

"Harry Kesten

Cornell University
Dept of Mathematics . .
Ithaca, New York 1 Copy




AZRONUTRONIC DIVISION

DISTRIBUTION. (Continued)

Applied Physics Laboratory -
Johns Hopkins University
8621 Georgia Avenue

Silver Spring, Maryland -

Attn: -Document Library
1 Copy

Chief, Bureau of Supplies and Accounts
Navy Department
Washington, D. C.

~ Attn: Code W3 1 Copy

Bendix Products Division
Bendix Aviation Corporation
Southbend 20, Indiana

Attn: E. H. Crisler ‘ 1 Copy

Officer in Charge

U. 8. Naval Photographic
Interpretation Center:

4301 Suitland Road

Suitland, Maryland

Attn: Mr, J Pickup "1 Copy

Dr. Noah S, Prywes

Moore School of Engineering

University of Pennsylvania

Philadelphia 4, Pennsylvania
* 1 Copy

Auerbach Electronics Corporatlon
1634 Arch Street

Philadelphia 3, Pennsylvania
‘ ’ 1 Copy

-122-~

National Security Agency =~

Fort George G. Meade
Maryland

Attn: R.-42, R. Wiggington’

Peter H. Greene

LR

1 Copy

Committee on Mathematical Biology

University of Chicago
Chicago, Illinois )

Federal Aviation Agency -

Bureau of Research and
Development

* Washington 25, D. C.

1 Copy

Attn: RD-375/Mr. Harry Hayman

National Security Agency
Fort George G. Meade
Maryland

Attn: Librarian, C-332

Federal Aviation Agency

Bureau of Research and
Development Center

Atlantic City, New Jersey

Attn: Simon Justman

1 Copy

1-Copy

1 Copy




AIIONU‘I"IONIC‘ DIVISION

DISTRIBUTION (Continued)

Cornell Aeronautical Laboratory, Inc
P. O. Box 235
Buffalo 21, New York

Attn: Systems Requirements Dept
A, E. Murray 1 Copy

Institute for Space Studies
475 Riverside Drive
New York 27, New York

Attn: Mr. Albert Arking
1 Copy

Chief, Bureau of Ships
Code 671A2
Washington, D, C,

Attn: LCdr, E. B. Mahinske, USN
- 1 Copy

" Lincoln Laboratory

Massachusetts Institute of Technology
Lexington 73, Massachusetts

Attn: Library 1 Copy
Electronics Research Laboratory
University of California

Berkeley 4, California

Attn: Director 1 Copy

. Mr. Gordon Stanley, No, 58

Defense Research Laboratories

. General Motors Corp

Box T
Santa Barbara, California
1 Copy

-123-

A. J. Cote, Jr.
Applied Physics Laboratory, JHU
The Johns Hopkins University
8621 Georgia Avenue
Silver Spring, Maryland
1 Copy

Institute for Defense Analysis
Communications Research Division
Von Neumann Hall
Princeton, New Jersey

1 Copy

Mr, John Cook Wyllie
Alderman Library
University of Virginia
Charlottesville, Virginia
1 Copy

Julian J. Bussgang
Signatron, Inc.
Miller Building
594 Marrett Road
Lexington 73, Massachusetts
1 Copy

Air Force Office of Scientific Research
Information Research Div
Washington 25, D. C.

Attn: R. W, Swanson 1 Copy
Rome Air Development Cen’tér
Griffiss Air Force Base:

Rome, New York :

Attn: Mr. Fred Dion 1 Copy
Office of Research and Development
U. S. Patent Office

Washington 25, D, C.

Attn: The Librarian 1 Copy




